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ABSTRACT

Mankiw and Whinston (1986) demonstrated that increased competition does not necessarily raise welfare when firms incur entry costs. Bankruptcy courts could have a role in discouraging overinvestment by their enforcement of financial contracts. The courts can move a homogenous goods industry closer to the social optimum by lowering the debt capacity and thereby increasing the taxable income of potential entrants. Further, it has been shown that exit is often insufficient in homogenous goods industries. This paper considers how bankruptcy courts can sometimes increase ex post social surplus by shutting down positive net present value firms.

INTRODUCTION

Increased competition does not always raise welfare. Competition gives rise to two externalities. A given firm raises its own profits by taking away some of the profits of rival firms. This is the “business stealing effect.” Generally, competition is seen as beneficial because it entails another externality. Competition raises consumer surplus. The latter externality always is more potent than the first when firms have no fixed costs. Yet, when setup costs are positive, there is no guarantee that increased competition raises total welfare. Indeed, under very bland assumptions, Mankiw and Whinston (1986) show that free entry of firms unambiguously reduces welfare when producers have homogenous products and face positive entry costs. Excessive entry incentives are exacerbated by insufficient exit incentives. Given that any firms decide to exit, Wilson (2008) shows that strictly too few firms exit in the homogenous goods industry. This paper considers how bankruptcy courts could most effectively reduce the excessive entry and insufficient exit problems of Mankiw and Whinston (1986) and Wilson (2008). The author knows of no other study that has considered how bankruptcy courts could help overinvestment problems in homogenous goods industries.

This paper is unique in that it considers how bankruptcy courts could de facto regulate both entry and exit in an industry. In this paper, it is assumed that there is no regulator controlling entry, but the courts may be able to speed the exit of firms and may be able to affect the enforcement of financial contracts. This is motivated by the idea that judicial regulation may be preferable to all other feasible regulatory regimes. Nevertheless, regulated entry has a major disadvantage relative to a bankruptcy regime that considers the excessive entry problem. When bankruptcy judges shape the industry, they have the benefit of history. It is said that “hindsight is 20/20.” While this may not always be the case, at least hindsight generally benefits from more information than forecasting. When regulators try to determine entry initially, they must make decisions with a great deal of uncertainty. They must make regulatory decisions before the features of the market and the profitability of individual firms are known. Bankruptcy courts, because they are looking back in time, have a better idea of the production conditions governing the industry than a regulator who is peering into the future. This idea that ex post regulation by the courts is preferable to ex ante entry regulation is pursued more formally in the appendix.

Judicial regulation has the most promise in industries where the products are close substitutes and are not traded internationally. Governments tend to be concerned almost exclusively with their own citizens’ welfare and place little weight on the welfare of the citizens of another political jurisdiction. Therefore, judicial regulation will not only have little impact but also little political support in large global commodity markets like wheat and copper. In contrast, domestic airline travel is not traded internationally and has domestic ownership restrictions. Airlines in the United States may suffer from too much entry and excessive continuance. Further, these firms often find themselves filing for Chapter 11. This paper lends support to judges who are inclined to push troubled carriers towards liquidation as well as weaker enforcement of the absolute priority rules in those bankruptcy proceedings.
This study has some commonalities with Cestone and White (2003) and many recent empirical studies of how financial intermediaries affect entry and thus the level of competition in the industry. Like these studies we argue that entry is regulated by how many firms can finance their entry into the market. In contrast, here it is the enforcement of financial contracts through the bankruptcy courts, not competition among the suppliers of credit, banks and equity investors, which affects the equilibrium entry and exit in the industry. Further, unlike these studies that generally assume that more vigorous product market competition increases welfare, here we focus on the case where the duplication of fixed costs is more harmful than the gains from increased competition.

If courts aim to maximize social welfare, we argue that firms will trade off the potential costs of “inefficient liquidation” with potential benefits of reduced taxes. Debt saves money on taxes. Therefore, shareholders would trade the tax advantages of debt against the bankruptcy cost, which is endogenous to our argument here.

The extra bankruptcy cost imposed by courts may reduce investment, but it increases before tax expected profits and total welfare generated by the industry. We assume that entrants only differ in the magnitude of their initial investment. Courts that liquidate economically profitable firms may increase total welfare and improve investment incentives. Moreover, absolute priority rule (APR) violations may indirectly induce firms to pay more taxes in expectation, reducing the marginal incentive to invest. In these ways, the courts can help correct the overinvestment problems in a homogeneous goods industry.

If the bankruptcy courts engage in regulation of the industry and make the liquidation decisions in light of overall welfare, ex post and ante welfare will be weakly improved. There are limits to how much entry can be regulated by liquidating economically profitable firms. Increasing the exit rate of firms probably will not totally solve the excessive entry problem by itself. Therefore, we show that APR violations that give equity investors returns in bankruptcy can lead to the first-best level of investment as long as the corporate tax rate is sufficiently high.

The author knows of no study that has considered how debt and taxes can affect this excessive entry equilibrium. Nevertheless, there is a large literature on how capital structure and the enforcement of financial contracts affects the level of competition in an industry. Theoretical studies such as Allen (2000), Brander and Lewis (1986), Brander and Lewis (1988), and Maksimovic (1988) argue that debt increases product market competition. In contrast to the present paper, these studies have generally taken the number of competitors as given. Here, the number of entrants is endogenous and determined by free entry. Moreover, there are no assumed barriers to entry. Also many of these other theoretical studies are in conflict with empirical work by Opler and Titman (1994), Chevalier (1995a), Chevalier (1995b), Phillips (1995), and Kovenock and Phillips (1997) that find that highly leveraged competitors are slower to expand output and invest. In this study, debt reduces taxes and makes entry more attractive; but, for some liquidation values, this leads to some highly leveraged, high-liquidation-value competitors exiting when they would earn higher returns from staying in the industry. Therefore, it is largely consistent with the empirical studies, which say that highly leveraged firms are more likely to contract output. One way to contract output is to exit the industry. With judicial regulation it is shown that highly leveraged “risky debt” firms will sometimes be liquidated with low demand realizations, while “safe debt” firms will never be liquidated and thus will always compete.

1 There are several recent empirical studies of how financial intermediaries affect the entry and competition in product markets. Strahan and Cetorelli (2006) find that concentrated bank ownership correlates with less competitive product markets. Bertrand, Schoar, and Thesmar (2007) argue that deregulation in the French banking sector both increased entry into product markets and accelerated the exit of inefficient firms. Cetorelli (2004) finds the addition of financial firms are smaller in countries where the banking sector is more competitive. Bonaccorsi di Patti and Dell’Arricca (2004) argue that competitive banking sectors only increase entry when firms products are well known, but, when the firms are more opaque, bank credit declines with the competitiveness of the financial sector.
MODEL

Firms are identical, but they differ in their initial investment to enter the industry. Firms are ordered by their fixed costs of entry, \( N \), on a continuous interval from \( [0, \infty) \). Firms enter in a random order. The \( N^0 \)-th firm is defined as the highest \( N \) firm to enter the industry. The \( N \)-th firm must invest \( I(N) \) in period 0 to enter the market and compete in the second period of the game. The investment is continuously increasing in the firm’s rank, \( N \).

That is, \( \frac{dI(N)}{dN} > 0 \). Further, \( I(N) \geq 0 \) for all \( N \).

Firms can recover a fraction, \( \gamma \), of their period 0 investment, \( I(N) \), where \( 0 < \gamma < 1 \), if they shut down in period 2. Therefore, since the \( N^0 \)-th firm made the largest investment, it has the greatest total value of non-specific assets, \( \gamma I(N^0) \). In this model, the marginal \( N^0 \)-th entrant has the least to gain from entering the industry and the most to gain from exiting it. This will become very important as we discuss capital structure choice.

Wilson (2009) proves that the ordering of entry and exit is irrelevant when firm size approaches zero. In particular, that paper shows in such a game, if the highest \( N \) entrant is \( N^0 \), then all firms with a rank on the interval \( 0 \leq N \leq N^0 \) will enter. Wilson (2009) proves that all firms with \( N \geq N^0 \) in this game will also stay out.²

At the time of entering, the founding shareholders can determine the new firm’s debt-to-equity ratio. The founding, period 0, shareholders decide on how the claims to period 2 cash flows are to be divided between debt and equity holders in period 2. By assumption, these claims are only altered if the firm ends up in bankruptcy court in period 1e. That is, capital structure decisions are sticky, and renegotiation of ownership claims is prohibitively

² For the purposes of using calculus, we will treat \( N \) as a continuous variable. Nevertheless, it is often useful to think of the number of firms as a non-negative integer. Amir and Lambson (2003) for example, solves a game with a non-negative integer number of firms. That is, the number of firms in the industry in that paper takes on the values 0, 1, 2, …
costly outside of bankruptcy court. In summary, the entry and capital structure decisions of lower ranked firms can be taken as given by higher ranked firms.3

Suppose that there are two states, high and low. That is, \( s = H \) or \( L \). The probability of the high demand state is \( h \) where \( 0 \leq h \leq 1 \). In the high demand state, consumers are willing to pay a higher price for every quantity sold to the market.

\( N' \) is the number of firms operating in period 2 in the state of demand \( s \). Firms choose output in period 2 after the state of demand has been revealed.4 By assumption, no firms are able to enter after the state is revealed because there are lags between the initial investment and a firm’s ability to bring its product to market. In particular, no new firms can enter after period 0.

At the start of period 1, period 1a, all players find out whether or not the state of demand is high or low. The ordering of exit is revealed in period 1b. The ordering of exit is random. Then, in period 1c, firms sequentially choose to exit. The exit decisions are sequential and are observed by all players. Wilson (2009) proves that in such a game the highest opportunity or fixed cost firms will exit when there is a continuum of firms. In period 1d shareholders decide to renegotiate claims in bankruptcy court or are forced into bankruptcy court by unpaid creditors. In period 1e the bankruptcy court reallocates cash flow rights and decides whether or not to liquidate the firm.

It is useful here to distinguish between liquidation decisions made by courts and liquidation decisions made by the period 1c shareholders of the debtor firm. The indicator variable \( \Theta(N) \), which denotes whether or not the firm is liquidated in the low demand state, can be rewritten as the following:

\[
\Theta(N) = \max\{\theta(c, N), \theta(d, N)\},
\]

Above “\( c \)” denotes the liquidation decision taken by the courts and “\( d \)” denotes the liquidation decision made by controlling investors of the debtor firm. For example, when the firm does not enter bankruptcy court in the low demand state, \( \Theta(c, N) = 0 \), because the courts do not have an opportunity to liquidate. The courts make liquidation decisions in period 1e to maximize \textit{ex ante} welfare in the industry where the industry welfare function is given in equation (19) of the appendix. In contrast, liquidation decisions are made by period 1c shareholders who want to maximize their returns.

It is assumed that firms are controlled to maximize the returns to the current generation of shareholders. Therefore, future generations of shareholders may find it optimal to take actions that strictly lower \textit{ex ante} value if it leads to higher returns \textit{ex post}. In this model, there is one action that is dynamically inconsistent from the perspective of period 0 shareholders. Namely, period 1d shareholders can choose to enter bankruptcy court to renegotiate their claims with bondholders. (Renegotiations are assumed to be impossible outside of bankruptcy court.) Therefore, shareholders suffer from the inability to commit not to renegotiate inside bankruptcy.

In this presentation, we rely on Gertner and Scharfstein (1991)’s observation that debt restructurings often fail.5 We assume that all out-of-court restructurings fail with a probability 1. If we relaxed this assumption, firms

---

3 Suppose that the bankruptcy court’s strategy would be to liquidate the firm \( N' \) if it entered bankruptcy court. The sticky capital structure choice is a commitment to stay in the industry in a given state if firm \( N' \) does not take on too much debt or to exit the industry if firm \( N' \) takes on a lot of debt.

4 In contrast, Brander and Lewis (1986), Brander and Lewis (1988), Glazer (1994) and Faure-Grimaud (2000), assume that firms choose outputs before the state of the world is revealed. Therefore, in the Brander and Lewis (1986) paper, firms will engage in the “risk-shifting” as described by Jensen and Meckling (1976). This is when equity has an incentive to increase the risk of the cash flows by a more aggressive output stance because it only gets paid in high demand realizations. The present paper assumes that output decisions are made after the state of demand is realized. For this reason, in the present paper, capital structure does not affect the output decisions of firms in the market. Capital structure in this paper only has an indirect effect on competition by its influence on the number of competitors entering and staying in the market.

5 In practice troubled firms suffer from several problems when pursuing exchange offers where debt claims are swapped for equity to avoid a bankruptcy filing. Gertner and Scharfstein (1991) point out that from 1977 to 1990 only 73 of 156 financially
would choose higher levels of debt on average, and inefficient liquidations by the courts would become more unlikely as the probability that troubled firms could restructure their debt out-of-court increases. This would hamper the courts’ ability to speed exit in the industry.

In contrast, we assume that it is the courts’ objective to maximize total ex ante welfare. We also assume that courts can commit to maximize ex ante welfare even though they must act ex post. In practice, this latter assumption is not as crucial as one would suspect initially because Wilson (2008) proves that there is little conflict between ex post and ex ante welfare. In the context of homogeneous goods industries, Wilson (2008) shows that this means discouraging the duplication of fixed costs and encouraging the redeployment of assets outside the industry, and increasing before-tax profits in the industry.

The courts can also reduce entry ex ante by facilitating absolute priority rule (APR) violations ex post. APR violations lower the debt capacity of the marginal entrant and increase the taxes that must be paid in expectation. Suppose that the courts only are willing to pay non-equity investors a fraction of the returns in a given state. Let \(0 \leq a^\gamma \leq 1\) and \(0 \leq a^\delta \leq 1\), where \(a^\gamma\) is the maximum fraction of revenues minus variable costs that the courts will award to holders of debt in a given state. In addition, let us assume that the APR violation depends on the type, \(N\), of the firm and whether or not it takes on safe or risky debt. That is, if \(\delta = f\) or \(r\). That is \(a^\gamma = a^\gamma(N, \delta)\) and \(a^\delta = a^\delta(N, \delta)\). A fall in alpha improves equity’s ex post bargaining position with respect to its lenders in a given state. Therefore, equity and its agents will always extract a fraction of the returns, \((1 - a^\gamma(N, \delta))\), by undertaking strategic default.

In fact, courts will find it difficult to violate the priority of secured lenders. Lenders who have been awarded durable assets in the event of default can reasonably expect to recover most, if not all, of their claims. Therefore, the minimum percent of assets that courts will award ex post to bondholders, as opposed to shareholders, must be in the following ranges, depending on the state and on the equilibrium liquidation decisions:

\[
1 \geq a^\gamma(N, \delta) \geq (1 - \theta(N)) \frac{\gamma I(N)}{\pi(L, N^\gamma)} + \theta(N) \tag{2}
\]

\[
1 \geq a^\delta(N, \delta) \geq \frac{\gamma I(N)}{\pi(H, N^\delta)} \tag{3}
\]

The scrap value of the firm, \(\gamma I(N)\), may or may not exceed the going concern value of the firm in the low demand state, \(\pi(L, N^\gamma)\). Therefore, the courts may or may not be able to violate priority in the low demand state. Nevertheless, for any given entrant, it is impossible that the scrap value exceeds the going concern value of the firm in the high demand state. Otherwise, it would be unprofitable for that firm to enter. Therefore, the courts always weakly have the scope to violate priority in the high demand state.

distressed junk bond issuers successfully completed exchange offers. They say that one reason for this is the “holdout” problem. The holdout problem stems from the fact that creditors who do not swap their claims for equity see the value of their claims rise as costly bankruptcy is avoided. The holdout problem means that creditors who fail to tender free ride off those who do. This problem may be especially acute the United States, for example. The Trust Indenture Act requires that there must be unanimous consent before the interest, principal, or maturity of any public debt issue is changed. This means that each creditor must agree individually for any exchange where the creditor receives equity for debt, making the free rider problem almost unavoidable.

Here we are arguing that the lower bound of the courts’ discretion to violate priority is bounded by the proportion of assets that are durable. This seems reasonable, but sometimes courts even dissipate or divert the value of secured claims. For example, secured creditors are stayed from seizing assets in U.S. Chapter 11, which are deemed essential for the running of the business by the bankruptcy court. Eastern Airlines’ bankruptcy may be an extreme example of how the automatic stay can be abused. According to Weiss and Wruck (1998), only 38 percent of asset sales were distributed to debt holders during and after Eastern Airlines’ prolonged stay in Chapter 11 bankruptcy and its eventual shutdown on January 19, 1991. The assumption that secured claims are 100 percent secure as in (2) and (3) may be extreme. For example, Bris, Welch, and Zhu (2006) in a study of small and large bankruptcies in Arizona and New York state, find that secured creditors lose assets to unsecured creditors in roughly 20 percent of the cases. It may be more reasonable to conclude that the courts’ discretion to violate priority is decreasing in the percent of assets that a durable, \(\gamma\).
The potential for APR violations in the high demand state makes “strategic default” profitable to shareholders ex post. Here, strategic default occurs when the equity-controlled firm enters bankruptcy protection in period 1d to avoid paying creditors the full promised value of the debt in period 2. In particular, default is “strategic” in the sense that the firm would be able to pay debt holders in full in that state of demand.

The life of the industry is compressed into period 2 where firms operate from time 0 beginning in the start of period 2 to time infinity at the end of period 2. This infinite period structure allows the firm to deduct all payments to bondholders. If the debt is perpetual, all payments can be interest, which is tax deductible.

For simplicity, bankruptcy occurs in period 1e after the state of demand is revealed in period 1a, prior to production taking place in period 2. This way, the industry benefits from firms exiting. In practice, bankruptcy is often postponed until default is almost imminent. Therefore, there may be a span of time where “zombie” competitors drive down prices in the industry prior to exiting.

After the state is revealed and liquidation decisions are made, all firms are identical competitors. They produce the same output and earn identical profits before fixed costs of \( \pi(s, N') \). \( P_i \) above stands for per-firm producer surplus, not economic profit. (Economic profit includes fixed costs.) We will assume that per-firm producer surplus is increasing in the state. That is, the equilibrium output response leads to rising per-firm producer surplus for a given industry size. That is, for any given industry size \( N' \), \( \pi(H, N') > \pi(L, N') \). Further, per-firm producer surplus is declining in the number of competitors \( \frac{d\pi(s, N')}{dN'} < 0 \). This is consistent with the predictions of the Cournot model, for example.

A firm will only enter an industry if it can recover the expected cost of its investment after corporate taxes. The marginal corporate tax rate is \( \tau \), where \( 0 < \tau \leq 1 \). In addition, we will assume that investors pay no personal taxes. \(^7\) Further, we will assume for simplicity that the tax shields from depreciation are zero. Therefore, total returns to the founding shareholders are the period 0 cash flows from issuing debt and the period 2 profits after taxes and debt payments.

The firm is owned by founding shareholders who set capital structure in period 0 to maximize the value of their shares. All investors are risk neutral. For simplicity, we will assume that the risk free rate of interest is zero in period 0 and period 1. In period 2, the risk free rate of interest is \( \rho > 0 \) in the infinite number of production sub-periods in period 2. Debt holders are price takers and will supply funds if they can merely recover the cost of their investment in expectation. The debt pays a coupon interest of \( C \geq 0 \) in each sub-period of period 2. The debt is perpetual. Interest payments are tax deductible. If all promised payments are made, the discounted value of the debt is denoted \( F \equiv C/\rho \). We will call this the promised value of the debt. (This infinite sub-period structure in period 2 allows firms to deduct the full value of their debt from corporate taxes because interest but not principal is tax deductible. In practice, most firms issue finite maturity debt, but continue to refinance the debt, thus making the interest payments effectively perpetual and allowing managers to maintain a target debt-to-value ratio.) The returns from asset sales and production respectively are realized in small increments of each one of the infinite sub-periods

\(^7\) All the output, price, and per-firm producer surplus assumptions are consistent with an industry composed of Cournot competitors facing a linear inverse demand curve.

\(^8\) Miller (1977) says that the gain from leverage is reduced because the personal income tax rate paid on interest income from investors holding debt exceeds the personal income tax rate from holding shares. That paper says that Modigliani and Miller (1963) only applies when personal taxes on debt are equal to the personal taxes from holding shares. This is not the case in the United States. The top tax rates on capital gains and dividends, \( r_{g,d} \), as of January 2006 were 15 percent. Compare this to 35 percent from income on the interest from debt. The marginal corporate tax rate for corporations with large amounts of taxable income is 35 percent. If we assume that capital gains are realized immediately and the marginal investor for the firm’s equity and the aggregate debt market was in the top tax bracket, the Miller (1977) equation would argue that the gain from debt would be

\[
G = \left( \frac{(1 - \tau)(1 - r_{g,d})}{1 - r_{g,d}} \right) B = \left( \frac{1 - .35(1 - .15)}{1 - .35} \right) B = .15B < .35B,
\]

where \( .35B \) is the gain indicated by Modigliani and Miller (1963). Graham (2000) estimates that the gains are positive, but they are much less than indicated by Modigliani and Miller (1963) because firms often do not get to use their full interest deductions.
within period 2. Each period 2 sub-period return is equal to \( \rho \pi l(N) \) if the firm is liquidated or \( \rho \pi s(N^s) \) if the firm competes in period 2. The present value of these returns is \( \gamma l(N) \) and \( \pi(s, N^s) \), respectively, at the start of periods 0, 1, or 2.

The maximum allowable tax deduction that a firm can make will equal the \textit{ex post} investment returns of that firm in a given state. Therefore, if \( F \geq \gamma l(N) \), when the firm is liquidated, or if \( F \geq \pi(s, N^s) \), when the firm operates in state \( s \), then the \( N \)-th firm gets to deduct up to \( \pi l(N) \) or \( \pi \delta s(N^s) \), respectively, from its tax bill.

We will assume that there is only one class of bondholders. Bondholders’ claims are always senior to shareholders’ claims. Control is not automatically given to bondholders in default. Control of the firm rests with shareholders prior to default and with the court in period 1 if default is certain to occur in period 2. All uncertainty is resolved in period 1. If the promised value of the debt is high enough, then default will be certain. Bondholders are only given control of the firm at the court’s discretion after the firm has entered bankruptcy.

Shares have limited liability. Therefore, the minimum payoff in period 2 is zero. Taxes due are reduced by the payments to creditors. The expected payments to creditors in period 0 is denoted \( B \) or \( B^\delta \). The promised value, \( F \) or \( F^\delta \), is due in period 2 after production takes place. Let the superscript \( \delta \) take on two values \( \delta = f \) or \( r \). Risk-free debt has no default risk. We will denote risk free debt by the superscript “\( r \)” With risk-free debt, the promised value and the value of the debt is equal to \( F = B \), regardless of the period or the state. The founding shareholders can also sell risky debt, which is denoted by the superscript “\( f \)” With risk-free debt, shareholders can always optimally control whether or not the firm is liquidated in the low demand state. With risky debt the courts have the discretion to liquidate the \( N \)-th firm.

\textbf{ANALYSIS}

Under fairly weak assumptions there is excessive entry in homogenous product industries. This was proved by Mankiw and Whinston (1986). In addition, Wilson (2008) shows that exit is insufficient in these industries in the absence of taxation. Here, we will argue that if the courts liquidate some economically profitable firms, they will raise welfare \textit{ex post} and \textit{ex ante}. In this section, founding shareholders trade off the risks of inefficient liquidation (costly bankruptcy) for lower taxation of corporate profits. The higher, before-tax, industry profits generated by liquidating economically profitable firms will more than offset the losses to consumers and the losses to investors in the liquidated firms. Moreover, by invalidating some of shareholders’ promises to creditors in bankruptcy by means of absolute priority rule (APR) violations, courts can lower the debt capacity of firms entering the industry. Lower debt capacities mean that firms pay more taxes in expectation, which further discourages entry. These policies may improve investment incentives; nevertheless, there is no guarantee that they will lead to the optimal level of entry and exit.

The continuation objectives of judges and holders of risky debt are in conflict when \( \gamma l(N) < \pi(L, N^s) \). That is, the judge liquidates economically profitable firms where \( \pi(L, N^s) > \gamma l(N) \). This is the “interesting case” with which we are most concerned. When judges liquidate a firm that could earn \( \pi(L, N^s) \) in excess of the firm’s liquidation value, \( \gamma l(N) \), then we say that firm \( N \) has been inefficiently liquidated.

If founding shareholders of the \( N \)-th firm intend to enter, they will also structure debt claims in a way that maximizes the value of their shares. Suppose that investors in the \( N \)-th firm expect the court to inefficiently liquidate it if default is imminent. If \( \gamma l(N) < \pi(L, N^s) \), in equilibrium, and courts pursue inefficient liquidation, then the value function jumps at the point where debt becomes risky because the low state returns are less than if the firm had no risky debt.

The potential for strategic default reduces the value of the debt that the firm can issue. Moreover, given that courts commit to not liquidate firms in the high demand state,\(^9\) APR violations reduce the maximum returns that

\(^9\) If the firm is liquidated in the high state, then the shareholders get nothing, but if the firm is allowed to continue, they get \( 1 - a^\delta l(N, \delta) \) of the returns. By committing to allow the firm to continue debt capacity is reduced. If high state involuntary liquidations in bankruptcy would occur, period 1 shareholders would have no incentive for strategic default.
bond holders can expect in the high state by \((1 - a^H(N, \delta))\) 100 percent. In order that safe debt be truly safe, founding shareholders will also reduce the promised value of safe debt by the percent of low state returns that shareholders can win by strategic default in the low state.

If the firm issues safe debt, the maximum promised value of safe debt will be a function of the absolute priority violations, \(a^I(N, f)\) and \(a^H(N, f)\), and whether or not the firm is (optimally) liquidated, \(\Theta(d, N) = 1\), in the low demand state:

\[
F^f(N) \equiv B^f(N) \equiv \\
\min\{\alpha^f(N)(1-\Theta(d, N))\pi(L, N^L) + \Theta(d, N)\gamma I(N), \alpha^H(N)\pi(H, N^H)\}.
\]

The value of the \(N\)-th firm is denoted by \(V^0(N, F^f; a^I(N, f), a^H(N, f))\). The superscript of \(\Theta = 0\) or \(1\) indicates whether the firm continues to operate or is liquidated in the low demand state, respectively. The first argument denotes the rank of the firm. The second argument, in part, denotes both the size of the promised value, and whether or not the debt is safe or risky. The third and fourth arguments are the level of absolute priority that will be respected by the courts in a given state for the \(N\)-th firm with safe or risky debt firm. Let us find out what is the maximum value of the firm, given that it takes on safe debt:

\[
\arg \max_{w.r.t F, \Theta(N, d)} V^0(N, F^f; \alpha^I(N, f), \alpha^H(N, f)),\text{ where}
V^0(N, F; \alpha^I(N, f), \alpha^H(N, f)) = \tau F + (1-\tau)h\pi(H, N^H)
+ (1-\tau)(1-h)[(1-\Theta(N,d))\pi(L, N^L) + \Theta(N,d)\gamma I(N)] - I(N),
\]

and \(F \leq F^f(N)\).

This value function in equation (5) is maximized when the safe debt firm takes on the upper limit of safe debt. As with Modigliani and Miller (1963), firm value is maximized when the upper limit of debt is chosen. That is \(F(N)\) given by equation (4).

The maximum value of the \(N\)-th safe debt firm that will be liquidated in the low demand state is the following:

\[
V^I(N, F^f; \alpha^I(N, f), \alpha^H(N, f))
= \tau \gamma I(N) + [(1-\tau)(h\pi(H, N^H) + (1-h)\gamma I(N)] - I(N).
\]

When the period 1c shareholders decide upon liquidation \(\Theta(d, N) = 1\), the debt that maximizes the value of the firm given that the firm has safe debt is \(F = \gamma I(N)\).

The maximum value of a safe debt firm that continues to operate in the low demand state is

\[
V^0(N, F^f; \alpha^I, \alpha^H) = \\
\tau \min[\alpha^I(N, f)\pi(L, N^L), \alpha^H(N, f)\pi(H, N^H)] \\
+ [(1-\tau)(h\pi(H, N^H) + (1-h)\pi(L, N^L)] - I(N)).
\]

The terms in \(\{\}\) in (7) is the value of the unlevered firm. The first term on the LHS of (7) is the value of leverage, which is tax rate times the value of the risk free bonds.

Suppose that the \(N\)-th firm is a risky debt firm. APR violations reduce debt tax shields by \(\tau(1 - a^H(N, r))\pi(H, N^H)\) in the high state and \(\tau(1 - \Theta(N))(1 - a^I(N, r))\pi(L, N^L)\) in the low state if the firm continues. (From (2), the courts cannot reduce tax shields in the low demand state if the firm is liquidated in the low demand state.) Ideally, in a risky debt firm, shareholders receive their whole payoff in period 0. This allows them to avoid
corporate taxes. Yet, if they get part of the returns in period 2, these earnings are taxable. Therefore, the firm’s expected value is reduced by the extra taxes levied on equity investors. Given that the firm has risky debt shareholders will want to maximize the value of the firm with respect to the promised value of the debt and the liquidation decision, $\Theta(d, N)$:

$$
V^\theta(N, F'; \alpha^L(N, r), \alpha^H(N, r)) = \tau h \min\{\alpha^H(N)\pi(H, N^H), F\} + \\
\tau(1-h)\min\{[(1-\theta(N))\alpha^L(N, r)\pi(L, N^L) + \theta(N)\gamma(I(N))], F\} \\
+(1-\tau)h\pi(H, N^H) + (1-\tau)(1-h)[(1-\theta(N))\pi(L, N^L) + \theta(N)\gamma(I(N))] - I(N),
$$

Let us denote the maximum value of the risky debt firm of rank $N$, which will be liquidated in the low state, as $V^1(N, F'; \alpha^L(N, r), \alpha^H(N, r))$:

$$
V^1(N, F'; \alpha^L(N, r), \alpha^H(N, r)) = \\
[\tau h\alpha^H(N, r)\pi(H, N^H) + \tau(1-h)\gamma(I(N))] \\
+(1-\tau)[h\pi(H, N^H) + (1-h)\gamma(I(N))] - I(N)
$$

**Lemma 1**

Given that the marginal entrant chooses risky debt and is liquidated in the low demand state, its entry decision is unaffected by the profits in the low-demand state.

The proof of this is intuitive and follows from equation (9). In equation (9), the profits from competing in the low demand state, $\pi(L, N^L)$, do not enter into the payoff of the $N$-th firm. Therefore, the payoff to the marginal entrant, firm $N^H$, is also unaffected by the low demand state profits. Q.E.D. This explains why there is often no conflict between maximizing welfare in period 0 and maximizing welfare in period 2. The marginal entrant does not care about the low state operating profits because it only operates in the high demand state.

The maximum value of a risky debt firm that will not be liquidated is denoted by $V^0(N, F'; \alpha^L(N, r), \alpha^H(N, r))$:

$$
V^0(N, F'; \alpha^L(N, r), \alpha^H(N, r)) = \\
[\tau h\alpha^H(N, r)\pi(H, N^H) + \tau(1-h)\alpha^L(N, r)\pi(L, N^L)] \\
+(1-\tau)[h\pi(H, N^H) + (1-h)\pi(L, N^L)] - I(N)
$$

Likewise, when the firm optimally chooses safe debt, the expected value of the firm is reduced by the increased taxes caused by the lower expected value of the debt in the low state. It is at least weakly in period 0 shareholders’ interest to only sell debt with a promised value equal to (4). Any higher promised value would put the firm at the mercy of the courts. Given that safe debt strictly increases the ex ante value of the firm, liquidation in the low demand state is more costly than continuation, $\gamma(I(N)) < \pi(L, N^L)$. Otherwise, the firm would have chosen the higher tax shields of risky debt. Founded shareholders in period 0 will want to prevent period 1 default shareholders from triggering a strategic default (and court induced liquidation in period 1e). Therefore, founding shareholders need to ensure that the payoffs to the current shareholders in a given state will always weakly exceed the gains from strategic default in that state.

---

10 The court does not have to have the authority to mandate liquidation. Instead, shifting control of the firm to a secured creditor group, which would be in favor of liquidation, will lead to the firm being liquidated in bankruptcy court.
To see if an individual firm will favor risky or safe debt or vice versa, we can subtract equation (9) from equation (7). If the relationship is positive, the $N$-th firm will prefer safe debt. If the relationship is negative, it will prefer risky debt. This lax enforcement of the absolute priority of claims reduces the ex ante value of debt by the before-tax value of returns that are awarded to equity. Yet, when equity gets returns in bankruptcy, these returns are taxed. On balance, the value of the firm is reduced. Moreover, the firm will have a greater equity-to-value ratio after bonds are sold, relative to strict APR enforcement of debt covenants.

**Proposition 1**

*Period 0 shareholders will never strictly prefer safe debt if the firm if period 1c shareholders would liquidate the firm in the low demand state.*

To prove this let us compare equations (6) and (9). Equation (6) is the maximum value of a safe debt firm that period 1 shareholders choose to liquidate the firm in period 1. Equation (9) is the maximum value of a safe debt firm that is liquidated by period 1 shareholders. Subtracting equation (9) from equation (6) we get the following:

\[
V^i(N, F^I; \alpha^L(N, f), \alpha^H(N, f)) - V^i(N, F^I; \alpha^L(N, r), \alpha^H(N, r)) = \tau h\gamma I(N) - \alpha^H(N, r)\pi(H, N^H) \leq 0.
\]

We know that the lower bound of $\alpha^H(N, r)\pi(H, N^H)$ is $\gamma I(N)$ from equation (3). Therefore, the firm is always weakly more valuable if period 0 shareholders sell risky debt, given that period 1c shareholders will liquidate the firm in the low demand state. *Q.E.D.*

The social planner attempting to reach the optimal level of entry and exit through the courts faces the following problem:

\[
\text{arg max } W(N^H, N^L) \text{ w.r.t. } N^H \text{ & } N^L
\]

We will denote the first-best number of competitors in the high and low demand state respectively as $N^{H*}$ and $N^{L*}$. Mankiw and Whinston (1986) and Wilson (2008) prove that $N^{H*}$ and $N^{L*}$ are often strictly lower than the number of competitors under free entry and exit.

The courts don’t control entry and exit directly, but they do control APR violations and liquidation decisions in bankruptcy, $\Theta(c, N)$. Therefore, the courts’ problem is to maximize the objective function in (12) with respect to $N^H$ and $N^L$ subject to three constraints on $N^H$ and $N^L$. These constraints are given by equations (13), (14), and (15) below. Let us define a column vector $a_N$ that denotes the level of priority that the courts will choose for a given firm rank $(N)$, state ($H$ or $L$), and type of debt ($f$ or $r$). That is, $a_N = \{a^L(N, f), a^H(N, f), a^L(N, r), a^H(N, r)\}$. Further, their control over $a_N \forall N \in [0, N^{H*}]$ are given by equations (2) and (3).

The following must be true of any equilibrium:

\[
(1) \quad N^H \geq N^L,
\]

\[
\text{arg max } V^\theta(N, F^\delta; \alpha^L, \alpha^H) \geq 0 \forall N \in [0, N^{H*}],
\]

\[
(2) \quad E^\theta(\alpha^L, \alpha^H) = \text{arg max } V^\theta(N^H, F^\delta; \alpha^L, \alpha^H) = 0,
\]

and

\[
\text{arg max } V^\theta(N, F^\delta; \alpha^L, \alpha^H) < 0 \forall N \in (N^{H*}, \infty).
\]
The set of conditions above says firstly that the number of firms in the low demand state cannot exceed the number of entrants. All entrants must be making positive, after-tax profits, given their capital structure, \( \delta \), and liquidation decisions, \( \Theta(d, N) \), are optimally chosen. Then, the marginal entrant must make exactly zero after-tax net returns. That is, the entry constraint, \( E^a(\alpha^e, \alpha^H) \), in (14) must equal zero. Finally, no \( N > N^H \) firms must enter.

In many cases, the marginal entrant will have safe debt, \( \delta = f \), because the courts commit to the maximum absolute priority violations. That is \( B^l = F^l = \gamma I(N^H) \). Nevertheless, the firms will optimally be liquidated in the low demand state. That is, \( \Theta(d, N) = 0 \) because \( \pi(L, N^H) < \gamma I(N^H) \). Therefore, when the courts can violate priority, in many instances the marginal entrant will be forced to have safe debt.

APR violations make the firm pay more corporate taxes in expectation. Lower APR violations or higher alphas make the firm more valuable in expectation and make more firms enter. If possible, \( a^d(N, \delta) \) would be chosen such that either \( N^{H*} \) firms enter. Yet, this is only possible if the constraints 1 and 2 in (13) and (14) are met, given the constraints on \( a^d(N, \delta) \). This is the case where the first order condition of welfare with respect to \( N^{H*} \) equals zero. Alternatively, the maximum set of APR violations is chosen for the \( N^{H*} \)-th firm. That is, \( \{ a^d(N^{H*}, \delta), a^H(N^{H*}, \delta) \} \) will be the lower bounds of equations (2) and (3) if entry is excessive. If first-best entry is achievable, for example, the courts will want to choose a set of alphas—\( \{ a^d(N^{H*}, \delta), a^H(N^{H*}, \delta) \} \)—for the marginal entrant such that (14) binds for firm \( N^{H*} \).

Let us consider a third constraint, the “risky debt constraint.” It says that all firms that will be liquidated in the low state with risky debt must prefer risky debt over safe debt and no liquidation. This is a particularly interesting problem when \( \Theta(d, N) = 0 \). Otherwise, it is easily satisfied. The risky debt constraint (3) is the following in the interesting case where firms may not want to be liquidated in the low demand state:

\[
(3) \quad R(N; a) = V^a(N, F^l; \alpha^H(N, f), \alpha^I(N, f)) - V^I(N, F^l; \alpha^H(N, r), \alpha^I(N, r)) \leq 0,
\]
\[\forall N \in (N^L, N^H \}.
\]

Taking taxes as given, equation (15) will most likely be satisfied when the courts select the lower bounds of equations (2) and (3) when a firm takes on safe debt and continues to operate in period 2.

\[
\text{arg min}_{a^d(N, f), a^H(N, f)} V^a(N, F^l; \alpha^I(N, f), \alpha^H(N, f))
\]
\[= \pi \gamma I(N) + (1 - \tau)(h\pi(H, N^H) + (1 - h)\pi(L, N^H) - I(N)),
\]

Further, by completely respecting priority and thus selecting the upper bound of (3), the courts can make risky debt and inefficient liquidation more attractive. In such a case, an involuntarily liquidated firm will be worth the following:

\[
\text{arg max}_{a^d(N, r), a^H(N, r)} \left\{ V^I(N, F^l; \alpha^I(N, r), \alpha^H(N, r)) \right\} \left[ \Theta(c, N) = 1 \right]
\]
\[= h\pi(H, N^H) + (1 - h)\gamma I(N) - I(N).
\]

Generally, treating different firms differently will best accomplish the goals of minimizing entry and encouraging welfare-increasing exit. Suppose that \( N^H > N^{H*} > N^L \). The marginal entrant and all higher \( N \) firms can face the maximum high state APR violation. This minimizes entry. This is most easily accomplished when the marginal entrant chooses risky debt even when the lower bounds of (2) and (3) are selected by the courts. If the marginal entrant chooses risky debt, then it will not care about the fact that profits are higher in the low demand state due to forced liquidations. Yet, this only can occur when the marginal entrant is more valuable if it liquidates itself in the low demand state. This is the case when \( \pi(L, N^H) < \gamma I(N^H) \), and \( \Theta(d, N) = 0 \).
To minimize entry in this case, the courts can encourage as many firms as possible to take on risky debt. To best accomplish this, the courts can minimize the value of shareholders’ choices in period 0 and period 1 of \( \delta = f \) and \( \Theta(d, N) = 0 \), respectively. This is the minimization problem in equation (16). This is accomplished by choosing \( \alpha^L(N, f) = \frac{\gamma I(N)}{\pi(L, N^L)} \), and \( \alpha^H(N, f) = \frac{\gamma I(N)}{\pi(H, N^H)} \). Further, the courts can maximize the value of being a risky debt firm that is liquidated as in equation (17). They do this by setting \( \alpha^H(N, r) = 1 \). The courts need to commit to these policies for all firms on the interval \( (N^L, N^H) \).

In some instances, there may be a conflict between discouraging entry and encouraging the marginal firm to take on risky debt. Suppose that the court cannot convince the marginal entrant to take on risky debt if APR violations are at their maximum as in the lower bound of equations (2) and (3). Further suppose that entry is excessive, \( N^H > N^H^* \). In this case, it may be possible to convince the non-marginal entrants of rank \( N < N^H \) to take on risky debt. Nevertheless, encouraging the non-marginal entrants to take on risky debt and to be involuntarily liquidated makes entry more attractive as profits in the low state rise with fewer \( N^H \). Wilson (2007, pp. 346-351) shows that, when the marginal entrant chooses safe debt, it is ambiguous whether or not welfare-maximizing courts will choose to liquidate any firms in the low demand state.

We can think of the problem of selecting the levels of APR violations as a constrained optimization problem. The social planner operating through the courts will want to adjust the size of the industry at two points. First, the number of firms entering in period 0 should only be \( N^H^* \). Second, in the low state ideally \( N^H \) firms will remain after liquidations. We know from Wilson (2008)’s proposition 2, that some of those liquidations will have to be involuntary if \( N^H^* > N^H \). If the courts are going to be able to achieve the second objective, two things must happen. First, only \( N^H^* \) must voluntarily enter the industry. Second, firms of index numbers \( N > N^H^* \) must voluntarily choose to take on risky debt. In practice, it may be very hard to get a firm of rank \( N \geq N^H^* \) to voluntarily risk inefficient liquidation.

Consider the following proposition.

**Proposition 2**

*Given that the corporate tax rate, \( \tau \), is sufficiently high and the proportion of durable investments, \( \gamma \), is sufficiently low, APR violations can move the homogenous product industry to the efficient level of investment.*

Suppose that the corporate tax rate, \( \tau \), is 100 percent. The maximum APR violations are bounded by the proportion of durable investments in equations (2) and (3). Therefore, when \( \gamma = 0 \), the APR violation can be 100 percent of the returns in a given state. The net loss of tax shields can equal the total increase in returns to shareholders *ex post* if both the APR violation and the corporate tax rate are 100 percent. In this case, no firm would enter if investment costs \( I(N) > 0 \). Since Mankiw and Whinston (1986) proved that entry is excessive in absence of taxes, there must exist some intermediate fractions \( \alpha^L(N^H^*) \) and \( \alpha^H(N^H^*) \) that induces the *ex ante* efficient level of investment in the industry.

Courts can solve the insufficient exit problem of Wilson (2008) when fixed assets have no resale value. This is the case when \( \gamma = 0 \). When \( N^H^* > N^H \) and firms are very dependent on tax shields, the courts can encourage the efficient level of exit. When taxes are 100 percent and the courts are unconstrained in violating priority *ex post*, the courts can select a vector \( a_N = \{ \alpha^L(N, f), \alpha^H(N, f), \alpha^L(N, r), \alpha^H(N, r) \} \) for each and every firm on the interval \( (N^L, N^H) \) such that these firms’ founding shareholders will prefer inefficient liquidation in the low demand state to having lower tax shields in the high demand state. *Q.E.D.*

The final proposition shows that judicial regulation as posed here may be too weak relative to entry restrictions when taxes are low and when courts have trouble ignoring firms’ promises to creditors.

The first part of the appendix discusses why *ex post* regulation by the courts may be preferable to entry restrictions in curbing excess entry. Courts can regulate the industry with hindsight, while a regime of entry
restrictions must be able to accurately predict the prospects for the industry before a firm has entered. Venture capitalists, who have strong incentives to guess right, struggle with forecasting the profitability and size of the industries of the future. The author is skeptical that government regulators with weaker incentives to accurately predict the size and scope of an industry can do a good job with regulating entry. Courts acting at the death of firms (or at least midlife of firms) have the benefit of making their decisions later than a regulator who makes decisions at a firm’s birth.

CONCLUSION

There are good reasons to believe that many industries are plagued by overinvestment, not underinvestment. Potential firms ignore both the positive externality to consumers of increased competition and the negative externality of lower industry profits. The latter externality is called the “business stealing” effect. If firms face setup costs and produce identical goods, Mankiw and Whinston (1986) illustrate that duplicated fixed costs and business stealing will outweigh the benefits from increased consumer surplus.

When entry is excessive, courts can have a role in pushing the industry to the welfare maximizing level of investment. Here, we argue that bankruptcy courts can shape the industry through their enforcement of financial contracts. In this context, actions that discourage investment and push profitable firms to exit may actually raise aggregate welfare.

There are two ways that courts can discourage investment. First, they can increase bankruptcy costs by encouraging the liquidation of economically profitable firms. Second, if courts can reduce the debt capacity of potential entrants, they can increase firms’ tax burdens and lower firms’ after-tax returns. Debt capacity is reduced not only by increasing the costs of bankruptcy but also by predictable absolute priority rule (APR) violations that would lead to shareholders appropriating returns from bondholders ex post. Less debt capacity means higher taxes paid and lower after-tax returns.

Courts may not be able to move the industry to its welfare maximizing size. They are limited by how much they can reduce debt tax shields through APR violations. Further, they can only liquidate firms that choose to take on risky debt. In general, higher corporate tax rates aid the courts in reducing investment because they make tax shields and risky debt more important. The first-best may not be achievable, but the courts sometimes can make Pareto improvements by liquidating economically profitable firms and giving shareholders a slice of the returns when the firm defaults.

The author believes this is the first study to relate the problem of excessive entry to judicial decisions in bankruptcy. In practice, entry into most industries is not regulated by the government directly. Instead, entry is regulated by the willingness of investors to supply investment funds. Creditors, both in principle and in practice, are rarely in control of the firms under which their claims are written. These creditors are dependent on public and private enforcement of contracts. When bankruptcy judges are likely to ignore some contracts, this tendency will make potential lenders much less likely to supply funds.

We have argued here that sometimes a little inefficiency may be a good thing. Nevertheless, careful attention would have to be paid to the unique nature of the industry before we can conclude that welfare will be raised by courts that actively try to discourage investment and/or liquidate profitable firms.
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APPENDIX

Judicial Regulation v. Entry Restrictions

Here we argue that regulating the industry by means of bankruptcy courts, "judicial regulation," may be preferable to setting entry restrictions. Judicial regulation benefits from the fact actions are taken ex post. This means that much of the uncertainty concerning industry conditions has been resolved. There are two types of uncertainty. First, there is uncertainty about the period 0 expected welfare generated by the industry. Let us call this σ-uncertainty. Second, there is uncertainty about the evolution of the industry in period 1a. Let us call this s-uncertainty. Judicial regulation has the benefit of acting after both these uncertainties are resolved. Nevertheless, bankruptcy courts cannot affect entry directly. Therefore, entry restrictions may raise welfare relative to judicial regulation when there is little uncertainty, taxes are low, and courts have little scope to give ex post returns to equity.

Suppose that bankruptcy courts operate in period 1e, but entry restrictions must be set in period –1 before firms enter. From the perspective of period 1e, the bankruptcy courts will be in a better position to calculate period 0 expected welfare than a regulator who is trying to forecast demand and production conditions in a period –1.

Further, bankruptcy courts regularly are asked to make judgments about the value of distressed firms and to make decisions that may impede or speed up the liquidation of these over levered firms. Wilson (2008) shows that there will be weakly too little exit in the low demand state. Entry restrictions cannot encourage firms to exit in the low demand state, but bankruptcy courts can push firms to liquidate.

Suppose there is a period –1 where the social planner can either choose to regulate the industry through a period –1, ex ante entry restriction or through period 1e, ex post regulation by bankruptcy courts. The entry restriction chooses a number of entrants, N^R, which is ex ante optimal from the perspective of period –1. Alternatively, she can organize the scheme of judicial regulation as described here. The social planner has beliefs about the expected welfare, W_σ(N^H, N^F) generated by the industry. Expected welfare in period –1 is a function of σ, which is drawn from a continuous support (σ, S), and the density function, f(σ) > 0, about the period 0 welfare function generated by the industry. In period 1e, both σ and S are known to the social planner and to the bankruptcy courts, acting on her behalf. That is, bankruptcy courts can benefit from the option to "wait and see" how demand and industry conditions evolve up to the point where a firm lands up in court. The entry restriction, in contrast, must be set before the realization of both σ and S are known. By choosing a regime of judicial regulation, one gets a set of high and low state industry sizes {N^H_σ, N^L_σ}∀σ, where N^H_σ is the subgame perfect Nash equilibrium size of the industry under judicial regulation, subscript “J”, for a given set of states {σ, S}. Let N^R be the maximum number of entrants permitted by the social planner in period -1. With period -1 an entry restriction, one gets a set of high and low state industry sizes {min(N^R, N^H_σ), min(N^R, N^L_σ)}∀σ, where N^*_σ is the subgame perfect Nash equilibrium industry size in an unregulated industry, subscript “U,” for the given set of states {σ, S}. Judicial regulation will be chosen when

\[ \int_{\sigma} f(\sigma) W_{\sigma}(N^H_{\sigma}, N^L_{\sigma}) d\sigma \geq \int_{\sigma} f(\sigma) W_{\sigma}(\min\{N^R, N^H_{\sigma}\}, \min\{N^R, N^L_{\sigma}\}) d\sigma. \]

Judicial regulation by benevolent courts will weakly dominate an entry restriction for all states where the entry restriction did not bind. This is when N^R > N^*_σ. Moreover, it seems that judicial regulation would be preferred to an entry restriction as the density function, f(σ), became more diffuse. Indeed, judicial regulation may
be preferred when there is no period \(-1, \sigma\)-uncertainty! This is because judicial regulation also gets to adjust for period 1, \(s\)-uncertainty. If we drop the sigma notation, this is the case when

\[
W(N^H_j, N^L_j) \geq W(\min\{N^R, N^H\}, \min\{N^R, N^L\}).
\]

Yet, entry restrictions may dominate judicial regulation when the industry conditions are stable and judges are tightly constrained. (For example when there is no uncertainty, entry restrictions will be first-best. \(N^R = N^{H'} = N^L\).) In proposition 2, we find that bankruptcy courts have the least power to shape the industry when assets are durable (\(\gamma\) is close to one) and the marginal corporate tax rate is low (\(r\) is close to zero.) Therefore, if the tools of bankruptcy courts are weak, then judicial regulation, with all its informational advantages, may be dominated by a regime of entry restrictions.

**The Welfare Function**

To define aggregate welfare it is useful to decompose the per-firm producer surplus function into the following:

\[
\pi(s, N') \equiv P(s, Q') q(s, N') - c(q'(s, N'))
\]  \hspace{1cm} (18)

Let us discuss the components of equation (18) in turn.

As in Mankiw and Whinston (1986) and Wilson (2008) per-firm output, \(q(s, N')\), is assumed to decline in the number of firms, \(\frac{dq(s, N')}{dN} < 0\). Further, an individual firm’s output is increasing in the state. That is, \(q(H, N') > q(L, N')\) for any given \(N'\).

Aggregate industry output is the number of firms, \(N'\), producing individual output \(q' \equiv q(s, N')\). In short, aggregate output is \(Q' = N' q'\). As with Mankiw and Whinston (1986) and Wilson (2008), industry output is assumed to rise with the number of firms competing in the state \(\frac{dQ'}{dN} > 0\).

The inverse demand schedule given by \(P(s, Q')\) is a function of the state, \(s\), and of aggregate output, \(Q'\), of the firms competing in the state. More output in a given state means lower prices \(\frac{dP}{dQ'} < 0\). The market price is increasing in the state. That is, \(P(H, Q') > P(L, Q')\) for a given \(Q'\).

One justification for firms producing identical outputs is that we are assuming they have symmetric variable cost functions, \(c(q')\). The firms face constant or decreasing returns to scale. That is, \(c'(q) \geq 0\), and \(c''(q) \geq 0\). Further, let \(c(0) = 0\).

With the decomposition in equation (18) aggregate welfare can be defined below. Aggregate welfare is the area under the inverse demand function, \(P(s, Q')\), minus the variable costs of production in each state, \(N' c(q')\), weighted by the probability of each state plus the recovery value of the assets of the exiting firms, \(\gamma I(N)\), that are liquidated in the low demand state weighted by the probability of the low demand state less the costs of entry, \(I(N)\), for all the firms.
\[ W(N^H, N^L) = h \left[ \int_0^{N^H} P(H, v)dv - N^H c(q^H) \right] + (1-h) \left[ \int_0^{N^L} P(L, v)dv - N^L c(q^L) + \gamma \int_{N^H}^{N^L} I(u)du \right] - \int_0^{N^L} I(u)du \] (19)

In the case where no firms are liquidated \((N^H = N^L)\) in the low demand state, the welfare function is simply a function of the equilibrium number of entrants, \(^{11} N^H\):

\[ W(N^H) = h \left[ \int_0^{N^H} P(H, v)dv - N^H c(q^H) \right] + (1-h) \left[ \int_0^{N^L} P(L, v)dv - N^H c(q^L) \right] - \int_0^{N^L} I(u)du \] (20)

**NOTES**

\(^{11}\) Wilson (2008)’s proposition 1 proves that no firm will enter if it plans to be liquidated in the high demand state. Therefore, the high demand state number of competitors is equal to the number of entrants.