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ABSTRACT 

 

This paper analyses the relationship between productivity and real exchange rates in Japan, 

United States, Germany and the European Union.  Prior studies have revealed that productivity 

shocks have a minimum effect on real exchange rate fluctuations.  This paper shows that 

productivity shocks account for most of the long-run fluctuations in the real exchange rates when 

long-run equilibrium relationships of the fundamental variables are considered.  This would 

support empirical support of the Balassa Samuelson model where the main sources of long-run 

deviations for purchasing power parity are the differences in relative productivity. 

 

 

INTRODUCTION 

 

rior studies have reached a conclusion that the main sources of real exchange rate fluctuations are 

the result of real demand shocks in the short-run as well as the long-run Clarida and Gali (1994), 

Weber (1997), and Clarida and Evans (1995).  Rogers (1999) and Eichenbaum and Evans (1995) 

argue the importance of monetary shocks.  All of these studies concluded that productivity shocks have a negligible 

effect on real exchange rates.  However, Canzoneri et al. (1999), Chinn and Johnson (1996) with versions of the 

Balassa Samuelson model reveal that relative productivity dominate their models. 

 

 The recent literature has often focused on total factor productivity (TFP), which assesses the relative 

importance of supply shocks (approximated by TFP) and demand shocks (approximated by government 

expenditures, etc.) in explaining movements in real exchange rates.  Instead, we follow Hsieh (1982), and Marston 

(1987) and use the average products of labor to approximate supply shocks.  We allow both supply and demand 

shocks to affect the exchange rates in the model. We make this choice for three reasons.  First, we do not need data 

on sectoral capital stocks, which are likely to be less reliable than data on sectoral employment and value added.  

Second, we have shown that our development of the Balassa-Samuelson hypothesis holds for a broader class of 

technologies than the Cobb-Douglas production function, which is used to compute Solow residuals.  Finally, our 

specification allows a more focused test of the first component of the Balassa-Samuelson hypothesis, which assumes 

that the relative price of non-tradable goods is proportional to the ratio of average labor products.  The second 

component is the assumption of the PPP for traded goods. 

 

 Recent variance decomposition literature reveals studies that only model the changes in real exchange rates 

and fundamental variables.  The long-term relationships between the variables were either rejected by Clarida and 

Gali (1999) or not covered in Weber (1997).  Again, most studies do not find long-run equilibrium relationships 

between real exchange rates and various fundamental variables.  However, there is some documentation of 

cointegration between levels of relative productivity and certain exchange rates MacDonald (1998). 

 

 This paper will first of all confirm the presence of cointegration and then show that relative productivity 

shocks represent the greatest part of the long-run variance decomposition of real exchange rates when long-run 

equilibrium relationships are considered. 

 

 

P 
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METHODOLOGY 

 

 Many models using only differenced data are misspecified and do not fully utilize the information available 

in the data.  Also, the absence of cointegration may imply that it is not possible to construct a model that relates time 

varying equilibrium level of exchange rates to fundamental variables.  However, the VAR models of Clarida and 

Gali (1994) allow for the identification of structural shocks, obtain variance decomposition and employ long-run 

equilibrium relationships between fundamental variables even though the long-run relationship with relative 

productivity was rejected.  Following this model and the model of King et.al. (1991), we employ a cointegrated 

VAR model and identify structural shocks by imposing long-run restrictions on these effects as shown in equation 1. 

 

Δxt = μ  + xt-1 +       Δxt + &t            (1) 

 

This can be shown as a common trends model following Stock and Watson (1993) as follows: 

  

xt =  x0 + A +Art + Ø(L)vt

     (2) 

 

where 

 

rt = μ + rt-1 + t                 (3) 

 

 The number of independent stochastic trends k in the common trends model (2) is determined by the 

number of cointegrating vectors r in equation (1).  K = n-r rt are the stochastic trends. The drifts are represented by 

t.  The stochastic trends (long-run) affect on the variables xt are determined by the loading matrix A.  The 

restrictions consist of k (k-1)/2, which are imposed on the impact matrix A. 

 

Empirical Results 

 

 Using equations 1-3 we estimate the common trends model.  This is done for each bilateral real exchange 

rate and the corresponding time-series on relative government spending, relative real output and relative price levels.  

We construct bilateral real exchange rates between the United States, Japan, Germany and the European Union from 

nominal exchange rates and relative price levels (CPI).  The data for this study was collected from the OECD 

database Main Economic Indicators.  The sample period is from 1970 to 2005.   

 

 Even though the tests that we consider focus on the long-run behavior of the relative prices, relative 

productivities and nominal exchange rates, we will examine both the short-run and the long-run behavior of each of 

the series. 

 

 In order to determine whether each of the series has stationary deviations from a determined trend we carry 

out augmented Dickey-Fuller (1979) unit root tests.  If the data contain stochastic trends, the Basassa-Samuelson 

model implies that pairs of series must share the same stochastic trend.  That is, they must be cointegrated.  For each 

country, we test for cointegration using standard residual-based tests.  We test the null hypothesis that the estimated 

residuals have a unit root as suggested by Engle and Granger (1987) and Phillips and Ouliaris (1990). 

 

 Before examining this hypothesis, we examine the trend behavior of each series, and find that there is 

evidence against the null hypothesis of a unit root in relative productivities, relative prices  of goods, and nominal 

exchanges rates.  Table 1 contains the results of the test of the null hypothesis that relative prices of goods and 

relative productivities are not cointegrated.  The ADF- type tests reject the null hypothesis of no cointegration for 1 

country at the 5 % level, and 2 of the test statistics are significant at the 10% level.  The tests provide strong 

evidence that relative prices and relative productivities are, in fact, cointegrated.  We conclude form Table 1 that the 

relative prices of traded goods and relative productivities of the traded goods are cointegrated as the Balassa-

Sauelson model predicts.  The ADF unit root test (available but not reported) indicates that the time series are I(1).  
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COINTEGRATION AND IDENTIFICATION 

 

  The cointegration tests of Johansen (1988) indicate that there is one cointegrating vector in all of the cases.  

The issue of cointegration between real exchange rates and fundamental variables is controversial.  However, tests 

for cointegration by Stock and Watson (1988) and Park (1992) also indicate that there is cointegration in each of the 

bilateral systems employed in this study.  We find that when estimating cointegrating vectors, countries with high 

relative real GDP and high relative government consumption have stronger real exchange rates in the long-run 

(Table 1). 

 

 Given that there is one cointegrating vector and three variables, there are three stochastic trends. They are 

identified as a relative productivity shock, a government spending shock, and a monetary shock.  All of the three 

shocks are employed to affect the real exchange rate and the relative price level in the long-run.  Monetary shocks 

are assumed to not affect relative output or government spending in the long-run.  Also, government spending 

shocks are allowed to affect output as we assume that changes in productivity do not affect government spending in 

the long-run following the model of Rogers (1999).  Identifying structural shocks with VAR’S has been questioned 

by Faust and Leeper (1997).  However, several empirical studies have confirmed that VAR models identify 

productivity shocks  that closely resemble classic residuals Kiley (1998) and  Alexius and Carlsson (2002). Figure 1 

shows that the stochastic relative productivity trends closely tract relative real GDP.  The short-run responses of 

output to productivity shocks and government spending shocks show the expected relationships in the model.  Most 

of these impulse- response-functions are not significant.  All three real exchange rates increase greatly in response to 

increases in productivity shocks in the long-run.  Again, this is consistent with the Balassa (1964) and Samuelson 

(1964) approach but not with models without a distinction between tradable and non-tradable goods (Odstfeld 

(1985). 

 

VARIANCE DECOMPOSITION 
 

 The results of the forecast error variance decompositions of the three real exchange rates over a time period 

of 10 years are shown in Table 2.  Demand shocks provide the biggest percentage of the short-run movements 

accounting for more than 50% of the forecast error variance in the first 5 years (3 years in the USD/JPY exchange 

rate).  The relative importance of demand shocks then declines as the time period is extended.  At the 10 time 

period, demand shocks account for only 26% of the variance of the USD/JPY exchange rate, 44% for the USD/DEM 

exchange rate and 46% for the GBP/USD exchange rate.  The remaining variance at the 10 year period of the three 

exchange rates can be explained by the changes in the other fundamental variables.  Monetary shocks represent only 

about 4-8 % of the total variances and they are fairly constant over the 10-year period.  Government spending 

shocks are negligible with the USD/JPY and the GBP/USD exchange rates but show a higher percentage of 7% in 

the USD/DEM exchange rate.  The impact of productivity shocks increases continuously over the 10-year time 

period increasing from 20% of the forecast error variance of the first year to about 50% at the 10-year period.  The 

results of this study show the increasing importance of productivity over the 10-year period.  Figure 2 shows the 

impact of productivity shocks on the USD/DEM, USD/JPY and the GBP/USD exchange rates. The long-run forecast 

error variance decompositions shown in Table 2 reveal what structural shocks have caused the main movements in 

the real exchange rates.  Productivity shocks account for 47-63% of the long-term variances of the USD/JPY and the 

GBP/USD exchange rates while the percentage is lower for the USD/DEM exchange rate at 28%.  The results of this 

study clearly contradict many previous studies that show supply shocks as accounting for a small percentage of the 

movements of exchange rates. The highest previously documented percentage for major currencies was 33% of the 

forecast error variance Weber (1997). 

 

 This study revealed that government spending accounted for 1-7% of the long-run movements.  They were 

more important in the USD/DEM exchange rate (7%) and less important in the USD/JPY and the GBP/USD 

exchange rates (0% and 1%).  The influence of monetary shocks was higher for the USD/DEM exchange rate (7%), 

USD/JPY (8%) and less for the GBP/USD exchange rates (4%). 
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IMPULSE RESPONSES  

 

 Figure 3 displays the impulse responses of the real exchange rate to the various one-standard deviation 

shocks.  The results closely resemble those of Clarida and Galf (1992).  Also note that our results are fairly 

consistent across countries and relatively robust, even if some individual impulse responses occasionally fail the 5% 

significance tests.  The major impulse response of real exchange rates is found with respect to aggregate demand 

shock..  For all three exchange rates these shocks have a highly significant impact over the 10-year time periods, and 

the correlation between these impulse responses is high.  Money supply shocks have only short-run real exchange 

rate effects, which tend to become insignificant after 2 year time periods.  Productivity shocks have a very 

significant long-run impact on the USD/JPY, USD/DEM and the GBP/USD exchange rates.  Finally, government 

disturbances have a minimum impact and are insignificant.  This suggests the fundamental real factors are 

significant in the long-run fluctuations in real exchange rates. 

 

CONCLUSIONS  
 

 Previous studies of the influence of productivity shocks to the fluctuations of real exchange rates conclude 

that the impact is negligible.  This study takes into account the long-run equilibrium relationships between exchange 

rates and fundamental variables using a statistical model.  The study reveals relative productivity shocks are found 

to be a major source of the long-run movements in real exchange rates.  For the USD/JPY exchange rate 61-64 % of 

the permanent movements are due to productivity shocks.  For the GBP/USD and the USD/DEM exchange rates the 

percentages are 47% and 28%, respectively. The real effects of money are fairly constant over the 10 year period 

and account for 8% or less of the forecast error variance. 
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APPENDIX 

 
Table 1:  Cointegration Test Statistics for the Key Variables in the Bilateral Relationships Between the G3 Countries 

 

Country Sample Period Specification LR  Ratio Variables 

 (Critical Values)    in VAR System 

 And Test Results 

 

USD/JPY 

  Johansen Trace 

  Test 1970-2005 4 lags 43.72      35.07** Output 

 Money Supply 

 Govt. Spending 

 Price 

  S & L Test 1970-2005 4 lags 22.24       21.76* 

 

USD/DEM 

  Johansen Trace 

  Test 1970-2005 4 lags 57.10      43.77*  Output 

 Money Supply 

 Govt. Spending 

 Price 

  S & L Test 1970-2005 4 lags 48.55      24.16* 

 

GBP/USD 

  Johansen Trace 

  Test 1970-2005 4 lags 44.44      35.07*          Output 

 Money Supply 

 Govt. Spending 

 Price 

  S & L Test 1970-2005 4 lags 26.08      24.16* 

Significance at the 95% and 90% levels are noted by ** and * respectively.  The S and L critical values are taken from tables 

computed by Saikkonen and Lutkepohl. 
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Table 2:  Forecast Error Variance Decomposition at One to 10 Years 

 

Currency Time Prod. Output Govt. Money Supply Aggregate Demand 

 

USD/JPY 1 5 1 1 9 85 

 2 4 1 9 4 82 

 3 38 3 8 7 50 

 4 53 2 5 7 33 

 5 59 2 3 7 29 

 6 61 2 1 8 28 

 7 61 2 1 8 28 

 8 62 2 1 8 27 

 9 62 3 0 8 27 

 10 63 3 0 8 26 

 

USD/DEM 1 18 20 1 1 60 

 2 22 19 1 2 56 

 3 24 18 1 2 55 

 4 26 17 2 2 53 

 5 26 16 3 1 54 

 6 27 15 4 2 52 

 7 28 15 5 3 49 

 8 28 14 6 5 47 

 9 29 14 6 6 47 

 10 28 14 7 7 44 

 

 

GBP/USD 1 24 1 1 1 73 

 2 26 1 1 1 71 

 3 32 1 1 1 65 

 4 38 1 1 1 59 

 5 40 2 1 1 56 

 6 43 2 1 1 53 

 7 45 2 1 1 51 

 8 46 2 1 1 50 

 9 46 2 1 2 49 

 10 47 2 1 4 46 
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Figure 1 

(a) Relative productivity trend and relative real GDP for the U.S. versus Japan; (b)  relative productivity trend and 

relative real GDP for the U.S. versus Germany; (c)  )  relative productivity trend and relative real GDP for the U.S. versus 

the U.K. 
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Figure 2 

(a) The real exchange rate and its productivity driven part for the US versus the Germany; (b) the real exchange rate and 

its productivity driven part for the US versus Japan; (c) the real exchange rate and its productivity driven part for the US 

versus the UK. 
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Figure 3 

Impulse Responses for the USD/JPY Real Exchange Rates.  The following variables are shown in the above graphs:  

Variable 1- real exchange rate, Variable 2- productivity, Variable 3- output. 
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Figure 3 

Impulse Responses for the USD/JPY Real Exchange Rates.  The following variables are shown in the above graphs:  

Variable 1- real exchange rate, Variable 5- prices, and Variable 6- aggregate demand. 
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Figure 3 

Impulse Responses for the USD/DEM Real Exchange Rates.  The following variables are shown in the above graphs:  

Variable 1- real exchange rate, Variable 2- productivity, Variable 3- output 
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Figure 3 

Impulse Responses for the USD/DEM Real Exchange Rates.  The following variables are shown in the above graphs:  

Variable 1- real exchange rate, Variable 5- prices, and Variable 6- aggregate demand. 
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Figure 3 

Impulse Responses for the GBP/USD Real Exchange Rates.  The following variables are shown in the above graphs:  

Variable 1- real exchange rate, Variable 2- productivity, Variable 3- output. 
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Figure 3 

Impulse Responses for the GBP/USD Real Exchange Rates.  The following variables are shown in the above graphs:  

Variable 1- real exchange rate, Variable 5- prices, and Variable 6- aggregate demand. 
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NOTES 


