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Abstract

A recent Journal of Applied Business Research article by Sheikholesami, Wilson
and Slevin (1998) examined the accuracy aof security analysis' earnings forecasts
for CEO change firms relative to a control group., The authors applied ANOVA
on Value Line percentage forecast error measures and found “marginally signifi-
cant” results Indicating “that precision improved more for CEO change firms
than for control firms.”  Doran (1998) tests for superior methods when scrutiniz-
ing forecast error. He finds percentage forecast error data to be severely non-
normal, and demonstrates that nonparametric tests based upon ranks are supe-
rior to parameiric methods.” If analysts’ earnings forecast precision actually im-
proves more for CEO change firmns, test results should be stronger using rank

vaiues instead of discrete perceniage error measures.

JIntroduction

recent article appeared in the Fall
1998 issue of the journal of Ap-
plied Business Research (JABR) by

Sheikholesami, Wilson and Slevin (SWS),
“The Impact of CEQ Turnover on Security
Analysts’ Forecast Accuracy”.  The authors
used ANOVA to scrutinize Value Line fore-

Readers with comments or questions are
encouraged to contact the author via e-mail.
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cast accuracy before vs. after CEO change
relative to a control sample. Their measure of
earnings divergence (forecast error)was calcu-
lated as a percentage errot:

APE = |(F-A)/A|*100, with A = actual eps,
and F = forecast eps.

In testing significance they applied the para-
metric F test and found “the most important
interaction effect” to only be marginally sig-
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nificant (at 8.4%). The authors do not provide
detailed sample descriptive statistics, however
the observed mean and standard deviation
measures of APE ranged from a high of 101
and 145 (CEO change group, before the
change) to a low of 14 and 23 {(control group,
after the change) across the four sample
ZTOUPS.

In the spirit of Brown and Warner
(1980, 1983), Doran (1998) identifies the su-
perior methodological alternatives to be used
in studies scrutinizing carnings divergence (e.
g., forecast error, forecast bias, earnings per-
formance, etc.). The paper identifies superior
(and inferior) methods by introducing positive
forecast error at various levels (1% to 10%)
and tests the relative power of different meth-
ods in identifying divergent earnings.

Consistent with SWS, Doran uses
Value Line Data. He documents the severe
non-normality of Value Line percentage fore-
cast error data. Large measures of APE can
result with seemingly low forecast errors when
the denominator.is small {(at low earnings lev-
els). For example with actual eps=$.01 and
forecast eps=3$.04; a $.03 forecast error re-
sults in APE=300. Such outliers result in a
severely leptokurtic distribution. A leptokurtic
distribution is one that is peaked with long fat
tails. SWS do not control for outliers. This
likely is why their observed mean and standard
deviation measures are so high for some sam-
ple groups and differ drastically across sample
blocks.

Doran finds that if parametric meth-
ods are applied to percentage forecast error
data, some data refinement technique is re-
quired in order to control outliers. Otherwise,
the severely nop-normal sample distribution
provides weak parametric test results. How-
ever, Doran demonstrates that even with data
refinement, using rank vatues instead of dis-
crete percentage forecast error measures pro-
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vides more powerful statistical results.
Discussion

Doran’s percentage error measure is
referred to as “divergent earnings” (DE%)
and is calculated (using SWS notation) as: DE
% =(A-F)/|F|. DE% differs from APE in
that it is signed, deflated by the absolute value
of forecasted eps, and not multiplied by 100 (.
e., DE% of 1=APE of 100). However, the
distributional implications of the methodology
are the same - low deflator levels (whether
forecasted or actual eps) cause outliers that
restlt in a severely leptokurtic distribution.
For a discussion of the outlier problem, see Fried
and Givoly (1984), and Beaver et al. (1979).
Doran conducts analysis of DE% where outliers
are controlled by applying a simple truncation
Tule,

Table 1 vprovides properties of
boran’s full DE% sample distribution (2701
cases). The table illustrates how the data can
be made less non-normally distributed by con-
trolling outliers. Measures of DE% are trun-
cated to result in a minimum value of -1, and
maximum value of +1 (consistent with Philbrick
and Ricks (1991)). The full sample distribution
of DE% without refinement (truncation) is se-
verely non-normal (Kolmogorov-Sniirnov test
statistic of 21.9). The kurtosis measure of -
1,654 is indicative of an extremely leptokurtic
distribution. This is consistent with the outlier
problem discussed previously. Outliers are pri-
marily caused by small denominator amounts.
The outlier problem is particularly severe when
using a percentage error measure because of
small observed earnings per share levels. Table
1 also provides the same sample descriptives
with the truncation rule applied. Although the
sample distribution remains non-normal, it is less
severely so, The kurtosis measure declines to
2.22 and the Kolmogorov-Smimov test statistic
drops to 7.7.
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PROPERTIES OF FULL ST;?\K]I}II:I_I?ElDISTRIBUTION OF DE%
Without Truncation With Truncation
Mean =502 -.089
Median -.020 -.029
Standard Deviation 8.481 353
Minimum -389.000 -1.000
Maximum 71.000 1.000
Skewness -37.200 -479
Kurtosis 1654.280 2.221
Kolmogorov - Smirnov Z 21.015%#% 7. 740% 4%
Where: DEY% = Divergent earnings deflated by the absolute value of forecasted carnings
. To accommodate methodological al- with failure to recognize divergent earnings

ternatives analysis, Doran randomly draws 200 when it in fact exists. The relative power of
portfolios of 100 cases each (with replacement) the methods used is determined by Doran us-

from the full sample, One half of the port- ing a chi-square test.
folios are designated as “divergemt”, while the
others are designated “control”. Each of the Doran tests for the need when scru-

divergent portfolios is matched with a control tinizing percentage statistical forecast error
group portfolio. In order to better isolate the where parametric to control outliersmethods

effects of alternative methodologies and mini- are used. Table 2, panel A provides evidence
mize differences due to random fluctuation, the that truncation results in more powerful para-
100 matched companion samples are held identi- metric statistical tests when scrutinizing DE%.
cal across all analysis. Positive divergent earn- At forecast error levels of 5% or more the pa-

ings is introduced to all sample cases in each of rametric t test is consistently more powerful
the 100 “divergent” groups, while each of the using the truncated sample data, This indi-
100 matched “control” groups remains consis- cates that if SWS choose to apply ANOVA to
tently unaitered. Statistical tests of observed dif- the calculated numerical values of APE, they
ferences in average DE% between the divergent should use truncation or some other technique
group and the control group are conducted with in order to make the sample distribution less

1%, 3%, 5%, 7%, and 10% errvor introduced. non-normal. In doing so, parametric methods
The null hypothesis of no difference in DE% become more well specified.

between each of the 100 matched groups is tested

at the 1%, 5%, and 10% levels of significance. As an alternative to using the numeri-
More powerful methods provide lower inci- cal measures of APE, SWS may have applied

dence of type II error. Type II error occurs nonparametric statistics using rank ({ordinal)
values instead. Substituting ranks for the
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calculated percentage forecast error measures
mitigates the problems generally associated
with outliers. Doran applies the nonparametric
Mann Whitney test that uses rank values rather
than continuous interval measures of DE%. To
determine the need for data normalization if us-
ing rank values, Doran conducts Mann Whitney
tests of DE% both with and without truncation.
Table 2, panel B indicates there is no benefit
that results from data truncation under the
Mann Whitney test. This result indicates trun-

cation shouldn’t be necessary if rank values of
APE are substituted for the formula calculated
amounts.

Doran tests for relative superiority
of statistical method in detecting divergent
earnings. He compares the power of nonpara-
metric statistics nsing rank values to paramet-
ric alternatives. Table 3, Panel A provides
analysis of statistical method without truncation,
while Panel B depicts the results with the -1, +1

TABLE 2
EFFECT OF CONTROLLING FOR OUTLIERS THROUGH TRUNCATION
OBSERVED FREQUENCY (%} - REJECTION GF THE NULL HYPOTHESIS

SIG LEV 0%ERROR 1%ERROR 3%ERROR 5% ERROR 7%ERROR 10%ERROR
PANEL A
+.TEST OF DE% WITIH (W) VS. WITHOUT (WO) TRUNCATION
wow XX wow XK! wow X'wow X' wow X! wow XZ
1% 1 1100 1 3 305 I 4 1.8 1 & 570 2 11 6660 5 27 18.00
5% 3 5 5 4 5 12 7 11 98 9 21 565+ 11 32 13.06v 14 46 2438
0% 13 7 200 13 12 .05 17 20 .30 17 34 T.6lew 18 45 1689w 27 65 2007w
PANEL B
MANN WHITNEY TEST OF DE% WITH (W) VS. WITHOUT (WQ)
wow X wow X wow X! wow X wow X! wow X?
1% 1 1 @0 2 2 00 8§ 8§ 00 23 023 00 42 42 00 74 M 00
5% 4 4 00 8 8 00 22 21 .03 44 45 02 0 71 02 94 94 00
10% 8 8 .0 13 13 .00 34 33 00 62 60 08 8 8 .00 98 98 .00

Where: DE% = Divergent earnings deflated by the absclute value of forecasted earnings
X 2= Chi-squared distribution value (2-tailed)

Hokok = Significant at the 1% level
*H = Significant at the 5% level
*

= Significant at the 10% level
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truncation rule applied. Without truncation, the
chi-square statistics clearly indicate that the non-
parametric Mann Whitney test is superior to the
parametric t test. The observed superior per-
formance is consistently significant when diver-
gent earnings of 3% or more is introduced.
Panel B of Table 3 again illustrates the superior-
ity of nonparametric statistical analysis even with
data refinement. The evidence is not as convine-
ing when 3% forecast error is introduced; how-
ever, it is otherwise consistent and pronounced,
Doran’s statistical method tests indicate that SWS

should consider transforming APE measures to
rank values before conducting ANOVA. Using
rank values should provide more powerful test
results,

Conclusion

The results of Doran (1998) suggest
that if SWS choose to apply parametric statistical
methods when scrutinizing APE, a sophisticated
data refinement method that results in a more
normal sample distribution is required; other-

TABLE 3
PARAMETRICt TEST VS. NONPARAMETRIC MANN WHITNEY TEST
OBSERVED FREQUENCY (%) ~- REJECTION OF THE NULL HYPOTHESIS

IV OERROR TERROR J4ERROR 5% ERRAR TAERROR T0ERROR
PANEL A
t-TEST (11 VS. MANN WHITNEY TEST (MW) OF DEX WITHOUT TRUNCATION
t Mw K* ¢ Mw X2 cmw XT e mMw MR ¢ owmw XE omw X2
1% 0 1 101 0 2 202 1 8 570w 1 23 2200w+ 2 42 46.62%+ 5 T4 006l
5% 304 15 4 8 142 T 21 8.lder O 44 31dSee 1] 70 7223 14 94 128 82+
0% 13 8 133 13 13 00 17 34 T.61w 17 G2 42.37w¢ (g 86 92.63ee 27 98 107.54m
PANEL B
1-TEST {11 vs. WHITNEY TEST (MW OF DEY; WiTH TRUNCATEON
t Mw X ¢ Mw Xt Mw X ¢ mw X! ot omw XT ¢ mMw XP
1% 11 00 3 2 214 B 142 8 23 850w 1142 2467+ 27 T4 44.18
5% 5 4 A2 05 8§ 74 11 21 372+ 21 45 1303 3271 30450+ 46 94 54,80
wH g7 g 07 12 13 .05 20 34 497+ 34 60 13.57e+ 4586 37.19% 65 98 36.13~+

Where: DE% = Divergent earnings deflated by the absolute value of fore-

casted earnings

X? = Chi-squared distribution value (2-tailed)
ik = Significant at the 1% level
** = Significant at the 5% level

* = Significant at the 10% level
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wise, nonparametric rank based methods are
more powerful. The suggestion of substituting
ranks for discrete data measures and applying
ANOVA procedures on the rank value data is
consistent with Conover (1980, pp. 337-338):
To analyze an experimental design using the
rank transformation, first rank all of the ob-
servations together from smallest to largest
and then apply the usual analysis of variance
{o the ranks. The result is a procedure that is
only conditicnally distribution free. However,
it is “robust,” which means that the true level
of significance is usually fairly close to the
approximate level of significance used in the
test, no matter what the underlying population
distribution might be. The resulting procedure
usually has good efficiency (Inman, 1974b,
and Conover and Inman, 1976). The recom-
mended procedure in experimental designs for
which no parametric test exists is to use the
usual analysis of variance on the data and then
to use the same procedure on the rank trans-
formed data. If the two procedures give
nearly identical results the assumptions under-
lying the usual analysis of variance are likely
to be reasonable and the regular parametric
analysis valid. When the two procedures give
substantially different results, the analysis on
rapks is probably more accurate than the
analysis on the data and should be preferred.
In such cases the experimenter may want to
take a closer look at the data and to look espe-
cially for outliers {observations that are unusn-
ally large compared with the bulk of the data)
or very nonsymmetric distributions. These
aberrations in the data affect the analysis of
the data to a great extent by changing the level
of significance and decreasing the power, but
{he analysis of the ranks is not affected nearly
as much.

The Doran research, coupled with the
recommendations of Conover (1980) strongly
suggest that substituting rank values for the
discrete percentage forccast €rror Mmeasures
that SWS use in their analysis is appropriate.
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If there actually is a relationship between CEO
change and analysts’ forecast accuracy, con-
ducting ANOVA on the rank values of APE
should lead to more powerful (and convincing)
results.

Future Research

Studies where scruting of earnings
divergence (e.g., forecast error, earnings per-
formance, forecast bias, etc.) is of primary
jmportance should closely examine the distri-
butional properties of the sample data. It is
likely that the sample distribution is non-
normal. Under these circumstances the re-
searcher should perform data refinement tech-
niques to make parametric analysis well speci-
fied, or should perform nonparametric analysis
using rank values, Otherwise, statistical test
results will be relatively weak. &
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