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Abstract

Limitations inherent in alternative profitability measures as estimates of internal rate of return
(IRR) often require that managers and researchers employ accounting-based profitability meas-
ures. Using published accounting and stock market data, this study models accounting rate of
return (ARR) and conditional estimate of internal rate of return (CIRR) as functions of product
market visk (), growth (g), inventory cost flow assumption (INV), and depreciation method
(DEP). The models support inferences about the bias and efficiency (i.e., systematic and random
error) in the relationships between the two accounting-based profitability measures and IRR, as
estimated by the bias and efficiency in their relationships with a factor that is suggested in the
finance literature as a determinant of systematic risk (product market visk). The results indicate
that ARR estimates IRR with bias attributable to g; however, ARR is unaffected by INV and DEP.
Whether g, INV, or DEP affect CIRR’s ability to estimate IRR depends on the interval over
which CIRR is estimated and the assumed cash flow pattern. On the other hand, CIRR generally
estimates IRR with significantly greater efficiency. These results have research design implica-

tions, as well as implications for both accounting policy formulation and anti-trust policies.

Introduction

The adequacy of accounting-based profitability measures
as estimates of ex post firm profitability continues to be
debated in the accounting and economics literature. Three
factors appear to explain the longevity of this debate. First,
profitability is important to interested parties in several
contexts. Researchers, managers, and regulatory bodies
continue to examine the relationship between observed
profit rates and market structure (Weiss, 1974; Scherer,
1980; Mueller, 1986), mergers (Meeks, 1977), and
financial accounting standards (Watts and Zimmerman,
1986).

Second, alternatives to accounting-based profitability
measures, such as internal rates of return and stock
returns, have practical limitations. Parties external to the
firm are not able to access information about the amounts
and timing of cash flows required to calculate the firm’s
internal rate of return (/RR), and stock returns cannot
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measure the amount or persistence of economic rents
captured by firms because of rapid market adjustments
(Schwert, 1981).

Finally, two widely discussed and used accounting-based
profitability measures to which interested parties resort
possess acknowledged deficiencies. The accounting rate of
return (ARR) has been criticized for its sensitivity to
accounting allocation methods and valuation bases,
inflation, cash flow patterns, real growth rates, and length
of asset lives (e.g., Harcourt, 1965; Solomon, 1966;
Livingstone and Salamon, 1970; Stauffer, 1971; van
Breda, 1981; Fisher and McGowan, 1983; and many
others).! In response to these criticisms, Salamon (1982,
1985) extended the work of Ijiri (1978, 1979, 1980) and
proposed the conditional /RR (CIRR) as an alternative to
the ARR. CIRR has been criticized for its reliance on
limiting assumptions of a constant cash recovery rate
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(Ismail, 1987; Stark, 1989) and growth rate (Brief, 1985),
a fixed cash flow parameter (Brief, 1985; Griner and
Stark, 1991), assumed project lives (Brief, 1985; Hubbard
and Jensen, 1991), and a definition of cash from
operations based on working capital (Lee and Stark, 1987,
Griner and Stark, 1988). In short, both of these IRR
surrogates estimate /RR with error, the amount of which is
unknown because /RR is unobservable.

More formally, both of the /RR surrogates possess two
types of measurement error: systematic and random. The
presence of systematic measurement error results in biased
estimates. The presence of random measurement error
results in inefficient estimates. It has been shown that
both the ARR and CIRR contain growth-related bias. It
has been conjectured that the ARR is contaminated by
accounting policy choices, whereas CIRR is not. However,
no previous studies have investigated the random
measurement error in either surrogate.

The current study models each of the /RR surrogates as
a function of the firm’s product market risk, growth, and
accounting policy variables to test for the presence of bias
and random errors. Extant financial theory suggests that
the JRR of a firm may be determined by the firm’s risk
characteristics, particularly its risk in its product market
(e.g., Hamada, 1969; Rubenstein, 1972; Mandelker and
Rhee, 1984; and others). If growth and accounting policy
variables significantly influence ARR and CIRR after
controlling for product market risk, the growth and
accounting policy differences among firms may result in
bias in the /RR surrogates. If, after controlling for product
market risk, growth, and accounting policy differences,
either of the /RR surrogates has more unexplained
variation (random error) than the other, it represents a less
efficient /RR estimator, and its usefulness as an IRR
surrogate is open to question.

The main findings of the current study are: (1)
consistent with results of previous studies, both ARR and
CIRR are systematically biased by growth, (2) contrary to
the accepted conjecture, the CIRR is biased by accounting
policy choices, and ARR is not, and (3) CIRR estimates
IRR with greater efficiency. The main implication is that
when choosing a profitability measure, researchers face a
trade-off between bias and efficiency similar to the trade-
off that is forced by the presence of collinearity among
independent variables in a multiple regression context
(i.e., between an unbiased but inefficient OLS estimator
and a biased by more efficient ridge estimator, as discussed
by Greene (1990, pp. 263-270)).

The remainder of this paper is organized as follows.
The next section presents models of the J/RR surrogates as
functions of product market risk (f5°), growth (g),
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inventory cost flow assumption (/NV), and depreciation
method (DEP). The models facilitate the development of
the research hypotheses. Section 3 describes the methods
for testing these hypotheses. Section 4 discusses the
results of the hypothesis tests. The final sections
summarize the contributions of the study and provide
research and policy implications.

Research Hypotheses

The assumed importance of risk in deriving expected
rates of return follows from the development of the Capital
Asset Pricing Model (CAPM) (Sharpe, 1963, 1964;
Lintner, 1965; Mossin, 1966). The expected return for an
asset depends on its riskiness relative to the market
portfolio, as reflected in its systematic risk (£). Salamon
(1982, 1985) suggested that the collected assets of a firm
be viewed as a composite project. If the firm’s manage-
ment incorporates an assessment of risk in its capital
budgeting decisions, and (on average) its risk assessment
is accurate, the return earned on the firm’s composite
project, or its IRR, is a function of the project’s systematic
risk.

A limitation of the traditional CAPM derivation of
systematic risk is that it fails to identify the underlying
sources of risk. This limitation is important in the context
of the current study because the returns on a firm’s equity
securities are likely to be a function of different risk factors
from those which determine the return on that same firm’s
composite project. Specifically, the riskiness of the firm’s
composite project is a function of the product market in
which the firm competes.*

Several authors have developed theoretical models of the
underlying determinants of systematic risk.> These models
generally incorporate expressions of operating leverage,
financial leverage; and the firm’s intrinsic business risk
(e.g., Gahlon and Gentry, 1982; Mandelker and Rhee,
1984). For example, the analytical model derived by
Mandelker and Rhee (1984) expresses systematic risk (f)
as a multiplicative function of degree of operating leverage
(DOL), degree of financial leverage (DFL), and intrinsic
business, or product market, risk (5), as follows:"
B; =DOL,-DFL, - B; @)
Mandelker and Rhee’s model allows the effect of a firm’s
product market risk (8°) to be separated from the effects of

alternative production mixes (DOL) and capital structures
(DFL).

Assuming an additive (linear) functional relationship
between IRR and /& yields:
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s _ 0 ' 2
i, =a,+a,p] +¢, )
where o represents an estimate of the return on a product
market risk free asset, o; represents an unknown
parameter, and £is an error term.

As noted earlier, both ARR and CIRR estimate /RR with
error. One source of error results from their expression in
nominal magnitudes. If arr, cirr, and irr represent the
inflation-adjusted transformations of ARR, CIRR, and IRR,
then the measurement error should be reduced, though not
eliminated. = A linear relationship between the irr
surrogates and irr may be represented as follows:

€)
@

arr, = yirr; +u,,
cire, = yirt; + v, |
where u and v are error terms.

The structures of the error terms in (3) and (4) are
unknown. However, analytical models of the relationship
between arr and irr suggest two sources of bias in the
relationship between arr and irr. First, Salamon (1988)
provided theoretical and empirical evidence of bias in the
relationship between arr and irr attributable to growth in
the firm’s composite project (g). Griner and Stark (1991)
and Stark, Thomas, and Watson (1992) provided evidence
of a growth-related bias in the relationship between cirr
and irr. In each case, growth produced a positively biased
accounting-based profitability measure. Specifically,

(arri_gi)=ﬁ’1(irri_gi)+ui )

(cirr; - g,)= 4,(irr; - g,) +v, ©)

Second, research indicates that accounting policies
relating to asset valuation and cost allocation represent an
additional source of bias in the relationship between arr
and irr. For example, inventory cost flow assumptions and
depreciation methods are arbitrary techniques for
allocating costs between income statement and balance
sheet accounts.” Therefore, let INV and DEP represent
inventory cost flow assumptions and depreciation methods,
respectively, such that /NV assumes the value of 1 for
LIFO, and DEP assumes the value of 1 for accelerated
depreciation methods. /NV and DEP take on the value of 0

or

arr, = (1- 4,)g, + Airr, + A,irr, INV, + A.irr. DEP, —

: RC
4,8INV; - A,8,DEP, +u;" ®

cirr, = (1= A,)g, + A,irt, + Airr,INV, + A,irr, DEP, — (10)

2,8INV, - 4,8, DEP, +v;"

After combining terms, substituting (2) for irr in (9) and
(10) yields:

‘a"",- =0,+0,0] +06,8 +,0/INV, + 08,8/ DEP, - an
058, INV, - 6,8,DEP, +u;"

cirr, = 8, +6,5; + 6,8, +5,8;INV, + 5, DEP, —

: Cot 0 (12)
55giINVi - 56giDEPi TV

If (11) and (12) are properly specified, the following
research hypotheses may be formulated.” First, assuming
bias is adequately captured by g, INV, and DEP, a test for

~ bias is a test of the significance of &, &, &, Js, and & °

for any other inventory cost flow assumptions or

depreciation methods.® Assuming INV and DEP affect A;,
(5) and (6) become:

(arr, - 8) = (A, + 4,INV, + A, DEP(irr, - g +u;  (7)

(cirr, = &)= (4, + A, INV, + A, DER)(irr, - g )+ v, (8)
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Previous research (e.g., Griner and Stark (1991) and Stark,
Thomas, and Watson (1992)) does not indicate the
expected direction of the bias attributable to growth.
Additionally, because the direction of the bias attributable
to accounting policies will depend on the effect of an
accounting policy choice on the reported income relative to
its effect on reported asset values, and because the test used
for this hypothesis is inherently a two-tailed test, the null
hypothesis is tested against a non-directional (i.e., two-
tailed) alternative.” Specifically, the following bias
hypotheses are tested:

HJA: 8,=8=0;=3J=7=0for (11)
H,1A: One or more of the five coefficients is
significantly different from 0 for (11)
and
HB: &=063=04= 5= =0 for (12)
H,1B: One or more of the five coefficients is

significantly different from 0 for (12)

The bias hypothesis address the possibility that the
accounting-based irr surrogates contain systematic error.
These surrogates also contain random error (i.e., they
estimate irr with less than perfect efficiency). Accord-
ingly, the second research hypothesis tests whether one of
the two surrogates estimates irr with greater efficiency
than the other after growth and accounting policies are
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considered. If ¢, and o, represent the variances of
u yand vy, respectively, the following hypothesis can be
tested to determine whether one of the two surrogates
estimates irr with significantly more efficiency:

I‘L)Z fu** = Ozv**
H.2: Ozu** ES Ozv**

The next section discusses the methodology used to test
the research hypotheses and the specifications of (11) and
(12).

Methodology
Sampling Procedures

The three samples used to test the research hypotheses
included those firms with SIC codes between 2000 and
3999 (Manufacturing), and between 5000 and 5999
(Retailing), for which complete data were available for the
seven-, eight-, and ten-year periods ending in 1987.'° The
appendix to this paper lists the required data items by data
source. The firms in these industries were selected
because they could be expected to carry inventory for sale
as a normal part of their operations. Three sample periods
were used to test the sensitivity of results to the number of
years over which variables were calculated. The
importance of the length of the estimation period is
discussed further when cirr is defined in the next section.
Data availability resulted in samples for the seven-, eight-,
and ten-year periods of 138, 122, and 91 firms,
respectively.'!

Accounting-Based Profitability Measures

Conditional Estimate of Internal Rate of Return. ljiri
(1978, 1979, 1980) defined the firm’s cash recovery rate
(CRR) as the reciprocal of its payback period:

CFO,

it -

G4,

CRR, = (13)

where CFO is funds from operations, and GA4 is the
average gross investment in assets during the period. In
his formulation of CRR, Ijiri used a working capital
definition of funds from operations. However, Lee and
Stark (1987) suggested that a cash flow definition of funds
from operations is more consistent with the concept of irr
than a working capital definition. Furthermore, recent
empirical and analytical research (e.g., Griner and Stark
(1991)) employed a cash flow definition of funds from
operations. As a result, the definition used by Griner and
Stark (1991) is employed in the current study.
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Under some additional assumptions, Salamon (1982)
showed that the CRR and the firm’s real cirr are related

by:
ElEsy
g'(g=b)| | r"-d"

CRR = [(l— pe)r'g 14

l — pnrlg,n

where r is 1 plus cirr, p is 1 plus the inflation rate, g is 1
plus the real growth rate in investment, # is the useful life
of the firm’s composite project, and b is an assumed cash
flow parameter.

Four comments about the calculation of cirr are
appropriate. First, to derive his empirical estimates of
cirr, Salamon (1982, 1985) calculated average values for
the other variables (CRR, g, and n) over a period of 10
years and then performed cross-sectional analysis. This
approach resulted from his assumption that CRRs are
stable over time for mature firms. Ismail (1987) and Stark
(1989) presented evidence inconsistent with this
assumption. Recent studies have estimated cirr over
shorter intervals (e.g., Salamon (1989) and Griner and
Stark (1991)). Therefore, cirr estimates based on seven-,
eight-, and ten-year periods were used to assess the
sensitivity of the results to possible instability in the CRRs.

Second, inflation is explicitly modeled in (14). As a
result, cirr represents a conditional estimate of the firm’s
real internal rate of return.'?

Third, Salamon (1982) calculated the life of the firm’s
composite project, n, by first dividing gross property,
plant, and equipment by depreciation expense for each
period included in the sample period, and then calculating
the average of those annual estimates. Using this
approach assumes that straight-line depreciation provides
a reasonable approximation of the firm’s actual
depreciation policy. The current study used the sum-of-
the-years’-digits approach of Buijink and Jegers (1989)
when the firm’s depreciation expense was determined
using an accelerated depreciation method. Salamon’s
(1982) approach was used in all other instances.'?

Finally, Salamon’s (1982) model assumes that the cash
flows from the firm’s composite project change at a
constant rate over the project’s life; that is, Salamon’s
model assumes a linear cash flow pattern.'* Gordon and
Hamer (1988) reported survey results indicating that a
concave, or inverted U, pattern was the one most
frequently produced by the composite projects held by the
responding firms. Such projects produce low cash flows in
early periods that gradually increase to a maximum and
then gradually decline again. Gordon and Hamer derived



Journal of Applied Business Research

Volume 12. Number 2

an alternative form of (14) that incorporates such concave
cash flow patterns:

gn_bn _nbn :
_ n_n _ n-1 _ n |
Ccrr=|=PEP"g" | | 7-b || g"(g-b) g (15)
1-p"g" g-b r'-5" nb" |
r"(r-b) r"

The point in the project’s life at which its cash flows are
highest depends on the manner in which & is calculated.
Gordon and Hamer (1988) compared three alternative
formulas for 5.  Their analysis indicated a strong
correlation between the cirr estimates reported by Salamon
(1982) and their own estimates using a concave cash flow
pattern parameter for the same sample of twenty firms.

The sensitivity of the results of the tests discussed below
to the choice of the assumed cash flow parameter is
assessed by using three values for 4 in (14) and the three
formulas used by Gordon and Hamer (1988) in (15). Table
1 lists the values used for b, the equation in which they are
used, and the variable label given to the resulting
formulation of cirr.

Accounting Rate of Return. Researchers have used
several different approaches to calculate ARR, including
return on equity formulations. For example, Kay (1976)
and Whittington (1979) used a return on equity
formulation of 4ARR to demonstrate the ability of an
average ARR to estimate a firm’s /RR, net of financing and
tax expenses. Kay and Mayer (1986) extended Kay’s
(1976) analysis to the case of replacement cost accounting
information. Nevertheless, since the current study focuses
on surrogates for a firm’s /RR, rather than a return on
equity, the definition of ARR emphasizes returns earned by
the collected assets of a firm (i.e., an entity-based
approach). The income measure used in the numerator
excludes the effects of the firm’s financing arrangements
and income taxes, and the book value of the firm’s total

assets is used as the denominator.!” Therefore, annual
values for ARR are calculated as follows:

ARR, = 224 (16)

where EBIT is earnings before interest and taxes, and 74
is book value of total assets at the end of the previous
period.

Assuming that the relationship derived by Fisher (1930)
holds, Beaver (1979) suggested transforming annual
values of ARR to inflation-adjusted values, arr, by:

arr, =[———1 ﬁ am

where ] is the annual inflation rate. The cross-sectional
values of arr used as a basis for hypothesis tests in the
current study were calculated by averaging annual values
for each firm in the particular sample period.'®

Product Market Risk

Next, f is estimated for each firm using the following
definition derived analytically by Mandelker and Rhee
(1984):"7 '

COV[—?EZL-I—/%L,RW}
ﬂ;’, - it-1 > it—1 ! (18)

ORr,

where £ is earnings after interest and taxes, S is sales
revenue, VE is the market value of the firm’s equity
securities, R,, is the return on the market, and osz is the
variance of R,,. [ captures the firm’s product market risk
in that it reflects the covariability between the firm’s

Table 1
Values Used for b to Compute Alternative Formulations of cirr.

Values Used for b Equation Number Label Used for cirr

8 (14) cirr;

1.0 (14) cirr,

12 (14) cirrs
/(&) (15) cirry
1/(e™2)) 15) cirrs
1/(e®®») (15) Cirrg
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demand (S), adjusted for its return on equity, and the
returns realized on other investment opportunities in the
market.

Statistical Model and Hypothesis Tests

Tests of the research hypotheses described above require
estimates of the equations:

arr, = 8, +6,8° + 6,8, + 5,B°INV, + 5, ,8°DEP, —

ooy
858,INV, - 6,8, DEP, +u;

cirr, = 8, + 8,87 + 8,8, + 5,87 INV, + 6 B{DEF, - (1)
058 INV, = 648, DEF, +v;

Equations (11) and (12) are linear models based on the

conventional assumptions of ordinary least squares
regression (Greene, 1990, chs. 5 and 6).'®

Under the null form of the bias hypotheses, &,, 8, &, J,
and & are not significantly different from zero. Greene
(1990, pp. 212-214) describes a test of the significance of a
subset of regression model coefficients. Let R’ represent
the coefficient of determination for the model described in
(11) or (12), and let R? represent the coefficient of
determination for a reduced form of the same model that
excludes g and all of the interaction terms. Also, let #
represent the number of observations used to estimate (11)
and (12). Then the following F-test statistic can be used to
test the first null hypothesis.

RZ___RZ
-

W~F‘5,lx—7
i

Null hypotheses H,1A and H,1B are rejected for large
values of this test statistic.

(19)

Table 2
Pearson Product Moment Correlations Among Profitability Measures

arr cirry

Cirr; cirr; Cirry Cirrs

Panel A: 7-Year Sample Period, 138 Firms

cirr; 275%

cirr; 439% 937

Cirrs .620% WARE 902

cirry AT3% 923 991 918 |

Cirrs 532% 876 981 .959% 992 }

Cirrs 560+ .845% .970% 975% 982 998 {
Panel B: 8-Year Sample Period, 122 Firms :

cirry 155V

cirr; 2090 .896%

Cirrs 1990 12 .946*

cirry 2150 877* .997* .959%

cirrs 2140 .822% 987 984 .994 %

cirrg 2110 7945 978 992 987 999
Panel C: 10-Year Sample Period, 91 Firms

cirry 113

cirrs 338 .930*

cirrs 582 .660% 884

cirry .369* 922 996 .891%*

cirrs A44% .866% 985% 943 991

cirrg A482% .830* 973% .964* 979 .997%*

V p <.10 (Two-tailed), ¢ p < .05 (Two-tailed), * p < .01 (Two-tailed)
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The second null hypothesis is that the efficiency
associated with (11), as measured by o .« not
significantly different from the efficiency associated with
(12), as measured by o+~ The adjusted mean squared
errors (MSEs) from (11) and (12) are estimates of the error
variances of their respective models. Let MSE;; and
MSE;, represent the adjusted mean squared errors of (11)
and (12), respectively, with associated degrees of freedom
dfi; and dfy;. A test of the second null hypothesis involves
calculating the ratio of the larger of the two MSEs to the
smaller of the two. For example, if MSE;; is larger than
MSE;,, then under the second null hypothesis:

MSE,

Il

~ L
MSE]Z ) u‘ 12

20)

Null hypothesis H,2 is rejected for large values of the F-
test statistic.

Results

Pairwise correlations among alternative accounting
profitability measures, reported in Table 2, differ
somewhat from those reported by Salamon (1982, p. 297)
and Gordon and Hamer (1988, p. 520). Salamon reported
a correlation between cirr; and cirr, of .905, as compared
to values that range from .896 to .937 in Table 2. Gordon
and Hamer’s correlation between cirry and cirrs was .998,
while in Table 2 the same correlations range from .991 to
.994."° The correlations of cirr; and cirr, with arr reported
by Salamon were .735 and .587, rather than values that
range from .113 to .273 and from .209 to .439 in this
study. Also, Gordon and Hamer reported correlations of
cirry and cirrs with arr of 752 and .759, while in Table 2
the same correlations ranged between .215 and .473 and
between .214 and .532.

Table 3 summarizes the parameter estimates and f-
statistics for each of the regression models. Panel A
summarizes results for firms in the 7-year sample period.
The coefficient for £’ is significant and positive in all
models, as would be expected; however, when cirrs, cirry,
cirrs, or cirrg is the dependent variable, the coefficient
tends to be significantly smaller for firms that use
accelerated depreciation methods (as reflected in the
significant coefficient on the [ eDEP interaction term).
The coefficient for g is significant when arr, cirrs, cirry,
cirrs, and cirrg are used as dependent variables. In each
case, the sign of the coefficient is positive. Based on the
lack of significance of the relevant interaction terms, the
magnitude of the coefficient for growth does not differ
according to the depreciation method or inventory cost
flow assumption used by the sample firms.
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In the models for the 8-year sample period summarized
in Panel B of Table 3, the coefficient for £ is significant
and positive in all models, except for those involving arr.
In all models where /5 contributes significantly to the
model, the magnitude of its coefficient is significantly less
for firms using a LIFO inventory cost flow assumption or
an accelerated depreciation method (as reflected in the
significant coefficients for the [e/NV and f°eDEP
interaction terms). The coefficient for g is significant only
in the models involving arr and cirr;. Based on the lack of
significance of the relevant interaction terms, the
contribution of g to the models again is unaffected by the
inventory cost flow assumptions and depreciation methods
used by the sample firms.

fF does not contribute significantly to any of the models
for the 10-year sample period summarized in Panel C of
Table 3. The sole potential exception is in the case of arr.
Firms using a LIFO inventory cost flow assumption appear
to demonstrate a negative association between arr and f°
(as reflected in the significant coefficient on the [ oINV
interaction). The coefficient for g is significant for models
involving arr, cirrs, cirrs, and cirrs. The relationship
between the left-hand-side variable and g does not depend
on the firm’s accounting policy choices, as indicated by the
lack of significance of the relevant interaction terms.

The differences in the results for the three samples of
firms limit the number of general statements that may be
made about the estimated relationships. The strength of
the relationship between accounting-based profitability
measures and £’ appears to diminish as the time interval
over which variables are estimated lengthens. This result
may reflect an equalization of risk or profit rates across
firms over time. It also may reflect as yet unidentified
differences in the samples of firms for which the models
do not provide control.

The importance of g in the models varied according to
the accounting-based profitability measure involved and
the time interval over which the variables were estimated.
Regardless of the time interval involved, g contributed
significantly to models involving arr and did not
contribute significantly to models involving cirr, and cirr,.
Thus, Salamon’s (1988) analyses are supported with
respect to growth as a source of bias in arr. The
importance of g in some models involving cirr may reflect
an association based on the inclusion of g in the formulas
used to calculate cirr. alternatively, the importance of g
may provide empirical support for the analytical results of
Griner and Stark (1991). Again, no clear differences
among the three samples existed that would explain the
mixed results for g.
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Table 3
Parameter Estimates and 7-Statistics from Ordinary Least Squares Regressions
Dependent Adjusted
Variables Vii g FeINV  [FeDEP geINV geDEP 'q |
Panel A: 7-Year Sample Period, 138 Firms
arr 7125 .0641
(3.223)%
arr 569 5.078 -.287 -.059 2.209 1.532 2581
(1.773)V (3.562) (-.653) (-.130) (1.313) (.788)
cirry .686 .0567
(3.039)*
cirry .848 -2.276 .053 -294 625 .036 0486
(2.335)0 (-1.410) (.106) (-.569) (.328) (.016) |
cirr, 802 0801
(3.597)*
cirr; 1.050 1.581 -.298 -.675 1417 .073 .0822
(2.944)* (.997) (-.609) (-1.330) (.757) (.034)
Cirrs 1.003 1297
(4.628)*
cirrs 1.374 6.168 -722 -1.091 1.097 240 3347
(4.522)* (4.569)*  (-1.853)V  (-2.524)0 (.688) (.131)
cirry 857 .0927
(3.873)*
cirry 1.259 1.218 -.508 -.863 1.132 A11 .0952
(3.553)* (.774) (-1.045)  (-1.712)V (.609) (.052)
cirrs 928 .1099
(4.232)*
cirrs 1.309 2.729 -.584 -.920 1.081 333 .1489
(3.809)* (1.787)V (-1.240)  (-1.881)V (.600) (.160)
Cirrs .960 1182
(4.401)*
cirrs 1.331 3.527 -.625 -.948 1.027 426 1850
(3.959)* (2.361)¢ (-1.354)  (-1.981)V (.582) (.209)
V p <.10 (Two-tailed), ¢ p < .05 (Two-tailed), * p < .01 (Two-tailed)

The results appear to be inconsistent with several
implications of prior research concerning the importance
of accounting policy variables. Except for the 10-year
sample, the accounting policy variables do not contribute
significantly to any of the models involving arr.
Moreover, in the 10-year sample, only /NV contributes
significantly in an interaction with §° and at p < .10. This
finding does not support the suggestion in earlier studies
(e.g., Solomon (1966), Harcourt (1965), and Fisher and
McGowan (1983)) that arr is systematically influenced by
the firm’s choice of accounting policies. The importance
of accounting policy variables in models involving cirr
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varies according to time period and the formula used to
calculate cirr. Each accounting policy variable contributes
significantly to at least on model for each formulation of
cirr. This result appears not to support Salamon’s (1982,
1985) suggestion that conditional estimates of internal
rates of return are not biased by accounting policy choice.
However, two alternative explanations exist for the
importance of accounting policy variables in any of the
regression models. Management may deliberately select
accounting policies to accomplish objectives involving
political costs, compensation agreements, and smoothing
of reported earnings (Watts and Zimmerman, 1986). Also,
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Table 3
(Continued)
Dependent Adjusted
Variables Vi g B eINV  [FeDEP geINV geDEP )¢
Panel B: 8-Year Sample Period, 122 Firms
arr .198 -.0058
(.548)
arr 547 4.904 -.882 362 2.262 3.060 2426
(.996) (3.486)* (-1.283) (.439) (1.245) (1.435)
cirr; 1.488 1336
(4.434)*
cirr; 2.863 -2.532 -1.844 -2.036 .886 .700 1855
(5.030)* (-1.736) (-2.584)0  (-2.378)0 (.470) (317)
cirr, 1.604 1567
' (4.846)*
cirr; 4.080 -.039 -3.462 -3.213 1.606 757 .3430
(7.981)* (-.236) (-5.403)*  (-4.178)* (.949) (.381)
cirrs 1.618 1594
(4.894)*
cirrs 4.570 .897 -4.181 -3.689 1.289 .805 4454
(9.731)* (.746) (-7.102)*  (-5.221)* (.829) (.442)
cirry 1.630 .1620
(4.939)
cirry 4220 -.623 -3.646 -3.323 1.388 .866 .3640
(8.391)* (-.484) (-5.783)*  (-4.392)* (.834) (.443)
cirrs 1.645 .1653
(4.995)*
cirrs 4.395 -.044 -3.886 -3.483 1.331 937 4001
(8.999)* (-.035) (-6.347)*  (-4.740)* (.823)* (.494)
Cirrg 1.647 .1656
(5.002)*
cirrg 4.459 209 -3.980 -3.543 1.288 953 4145
(9.241)* (.169) (-6.579)*  (-4.880)* (.806) (.508)
V p < .10 (Two-tailed), ¢ p < .05 (Two-tailed), * p < .01 (Two-tailed)

accounting policies may be associated with irr, as when
tax benefits accrue to firms adopting a LIFO inventory cost
flow assumption during inflationary time periods. It
appears that the implications of some analytical research
into the relationship between accounting-based
profitability measures may be incomplete to the extent that
they do not explicitly model tax consequences and
management strategy. Finally, all of the adjusted R’s
indicate that the variables selected for inclusion in these
models leave much variability in the models’ dependent
variables unexplained. This result appears to be more
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pronounced as the time interval over which the variables
are calculated lengthens.

Tables 4 and 5 report the results of tests of the null
hypotheses. The results of tests of the first null hypothesis,
summarized in Table 4, confirm observations made earlier
about the information in Table 3. Among models for the
7-year sample period, only those involving arr, cirrs, cirry,
and cirrs are significantly influenced by g, /NV, and/or

DEP. All accounting-based profitability measures exhibit
significant influence from one or more of these variables
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Table 3
(Concluded)
Dependent Adjusted |
Variables )id g [ eINV  [FeDEP geINV geDEP R
Panel B: 10-Year Sample Period, 91 Firms
arr 404 -.0020
(.904)
arr .820 6.342 -1.554 .699 204 2.630 2626
(1.129) (3.631)*  (-1.692)V (.785) (.093) (1.025)
cirr; 671 .0142
(1.514)
cirry 354 -1.660 793 -.068 -.706 276 -.0114
(.416) (-.811) (.737) (-.065) (-.276) (.091)
Cirrs 488 .0022
(1.094)
cirr; 368 2.967 464 -.209 -.634 .650 -.0197
(.431) (1.445) (.429) (-.199) (-.247) (.216)
cirrs 273 -.0071
(.608)
cirrs 177 8.958 352 -.127 -1.086 972 2708
(.245) (5.158)* .385) (-.143) (-.500) (.381)
cirry 463 .0008
(1.036)
cirry 333 2.811 460 -.175 -1.010 .680 -.0274
(.388) (1.364) (.425) (-.167) (-.391) (.225)
Cirrs 429 -.0009
(.961)
cirrs 302 4.656 429 -.141 -1.180 977 .0256
(.361) (2.319)0 (.407) (-.138) (-470) (.331)
Cirrg 408 -.0018
(.913)
cirrg 280 5.634 415 -121 -1.270 1.103 .0659
(.343) (2.866)* (.401) (-.120) (-.516) (.382)
V p < .10 (Two-tailed), ¢ p < .05 (Two-tailed), * p < .01 (Two-tailed)

when the sample period is extended to 8 years. Models
involving arr, cirrs, and cirrs are significantly influenced
by g and/or I[NV when the sample period is 10 years. H,1A
is rejected regardless of the time period over which
variables are estimated. The implications for H,1B are
less clear. H,1B is rejected consistently using the formula
for cirrs, and it is rejected for at least one sample period
for each of the other formulations of cirr. In general, both
arr and cirr estimate irr with bias attributable to g, INV,
and/or DEP.
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As indicated in Table 5, H,2 would be rejected for all
formulations of cirr when the test is based on data from
the 7-year sample period. The only possible exception is
cirr;, for which the null hypothesis would be rejected
based on a .10 significance level. Based on the 7-year
sample period results for cirr,, cirrs, cirry, cirrs, and cirrg,
it appears that cirr contains less unexplained variation
than arr. The results for cirr; indicate the opposite
relationship. When the sample period is extended to 8
years, H,2 is rejected at the traditional .05 level for cirrs,
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Table 4
Results of Tests of Hyl: 5, = 03=9,=5==0
Dependent Variable F-Statistic P-Value
Panel A: 7-Year Sample Period, 138 Firms
arr 8.420 .0000
cirry 795 5551
cirr; 1.100 3636
Cirrs 9.735 .0000
cirry 1.113 .3566
Cirrs 2.333 .0457
cirrs 3.354 .0070
Panel B: 8-Year Sample Period, 122 Firms
arr 9414 .0000
cirry 2.682 .0249
cirr; 8.281 .0000
Cirrs 14.188 .0000
cirry 9.146 .0000
Cirrs 11.029 .0000
cirrg 11.889 .0000
Panel B: 10-Year Sample Period, 91 Firms
arr 8.001 .0000
cirr; .596 7031
cirry .669 .6480
cirrs 8.431 .0000
Cirry 554 7349
cirrs 1.605 1677
Cirrg 2.480 .0381
Notes: The test statistics produced by the F-test for the 7-, 8-, and 10-year samples follow F distributions .
with 5 numerator degrees of freedom and 131, 115, and 84 denominator degrees of freedom, respectively.

and at a .10 significance level for cirr;, but not for any
other formulations of cirr. When the null hypothesis is
rejected for the 8-year sample, arr appears to have
exhibited more random variation than cirr. Finally, in the
case of cirr;, cirry, and cirry, H,2 is rejected at the .10
significance level when the sample period is ten years. In
each case, cirr exhibited more random error when the null
hypothesis was rejected. Based on the results for all three
sample periods, it appears that cirr represents a more
efficient estimator of a firm’s irr (i.e., it estimates a firm’s
irr with less random error) than does arr when data from
shorter sample periods are used. This result changes when
the sample time period lengthens.

It is difficult to determine whether this result should
have been expected. A substantial amount of analytical
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research focuses on biases present in the relationships of
arr and cirr with irr. This previous research makes no
mention of either surrogate estimating ir» with greater
efficiency. Thus, the apparent hypothesis of previous
researchers is that the two irr surrogates differed only with
respect to systematic error or bias. Given that estimates of
cirr incorporate information about inflation, growth, asset
lives, and recovery rates, cirr may be a richer surrogate for
irr than arr. Nevertheless, estimates of cirr are based on
assumed values for b, the cash flow parameter. Using a
particular value of b or shape of the cash flow profile for
all firms in a sample may introduce sufficient measure-
ment error to yield the results reported in the current
study. If firm-specific estimates of b and the cash flow
profile could be obtained, the random error present in
estimates of cirr may be reduced (Griner and Stark, 1991;
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Table 5
Results of Tests of H,2: 07+ = 07,0
Variable Compared Variable With ;
With arr Larger MSE F-Statistic P-Value ‘
Panel A: 7-Year Sample Period, 138 Firms
cirr; cirry 1.282 .0782
cirr; arr 8.538 .0000
cirrs arr 5451 .0000
Cirry arr 7.464 .0000
Cirrs arr 6.374 .0000
Cirrg arr 5.954 .0000
Panel B: 8-Year Sample Period, 122 Firms
cirr; cirry 1.075 .3494
cirrs arr 1.153 2232
cirrs arr 1.366 .0479
Cirry arr 1.191 .1750
Cirrs arr 1.263 .1061
cirrs arr 1.294 .0843
Panel C: 10-Year Sample Period, 91 Firms
cirry cirr; 1.372 0747
Cirr, arr 1.383 .0697
cirrs arr 1.011 4801
cirry cirry 1.393 .0654
cirrs Cirrs 1.321 1021
Cirrs cirrs 1.267 .1401
Notes: The test statistics produced by the F-test for the 7-, 8-, and 10-year samples follow F distributions
with numerator and denominator degrees of freedom and 131, 115, and 84, respectively. ‘

Stark, Thomas, and Watson, 1992). This issue requires
further investigation.

Conclusion

A fundamental problem in evaluating a firm’s
performance is that its JRR is unobservable. The most
widely used surrogate, ARR, has well-known deficiencies.
CIRR is a recently developed surrogate; consequently, its
strengths and limitations are not well established. The
objective of this study was to compare the error with which
ARR and CIRR measure IRR to determine which is the
better surrogate for /RR within the context of the
traditional econometric trade-off between bias and
efficiency.

Two types of measurement error were examined in this
study:  systematic error introduced by growth and
accounting method choices, and random error. With
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respect to systematic error, the results of this study do not
support the findings of previous theoretical and empirical
work as those findings relate to the influence of accounting
method choices on ARR. Accounting method choices
generally did not contribute significantly to explaining the
variation in ARR. However, growth consistently
contributed significantly toward explaining variation in
ARR. ARR provides biased estimates of /RR regardless of
the sample period involved. The current study found
inconsistent results regarding the importance of growth
and accounting method choices in explaining the variation
in CIRR. The importance of these variables differed across
sample periods and assumed cash flow profile.
Nevertheless, it appears that C/RR also is a biased
estimator of /RR. Alternatively, the interpretation of
accounting policy variables offered in previous research
may not have adequately captured the strategic considera-
tions or cash flow (tax) impact of accounting method
choices. Future research into the usefulness of accounting-
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based profitability measures should consider these

alternative explanations.

The results also provide mixed evidence about which
accounting-based profitability measure estimates /RR with
greater efficiency (i.e., less random error). In the shortest
(7-year) sample period, ARR generally estimated /RR with
less efficiency than did CI/RR. As the sample period
lengthened, this relationship appeared to reverse. Thus the
accounting-based profitability measure that is the most
efficient estimator of /RR may be conditioned on the
length of time under consideration.

The results of this study should interest those parties
responsible for establishing antitrust, accounting, and
other related public policies.  The establishment of
antitrust policies requires information about the economic
profits earned by firms. Since for shorter periods of time
CIRR and, to a lesser extent, ARR both appear to be related
to IRR, these surrogates can provide a basis for antitrust
regulation if appropriate adjustments are made for the
biases introduced by differences in growth rates and
accounting policy choices. Some of the contradictory
results previously reported in the economics literature
investigating the relationship between observed
(accounting) profit rates market structure may be
attributable to the diversity of growth rates experienced
and accounting policies used by firms in the samples.
Contradictory results also could reflect the use of different
sample periods. The results of this study suggest that
researchers should examine their samples for similarity of
growth rates and accounting policies across firms and
consider the length of time over which they intend to
estimate accounting-based profitability measures. As the
similarity of growth rates and accounting policies within
the sample decreases, researchers should explicitly
incorporate these factors in their experimental designs.
Regardless of growth rates experienced or accounting
policy choices used by sample firms, CIRR appears to
provide more efficient estimates of /RR for shorter
intervals of time than does ARR and should be selected as
an IRR surrogate. This area of research may benefit from
improved model specification and variable definitions.

The Financial Accounting Standards Board stated that
published financial statements should provide information
about “the amounts, timing, and uncertainty of prospective
net cash inflows to the related enterprise” (Financial
Accounting Standards Board, 1978, 1987). Since the
firm’s IRR is the rate of return which equates and the
present values of future cash flows from a firm’s projects
with the costs of those projects (Copeland and Weston,
1983), the information described by the Financial
Accounting Standards Board seems to be closely related to
the concept of /RR. Therefore, evidence that accounting-
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based profitability measures are related to JRR may be of
interest to the Financial Accounting Standards Board as it
formulates current and prospective financial accounting
standards. Additionally, the results of this study support
the continuing requirement under generally accepted
accounting principles of disclosing significant accounting
policies so that financial statement users and financial
researchers can assess the potential impact of accounting
policy choices (Accounting Principles Board, 1972).

Suggestions For Future Research

The results of this study suggest two directions for
future research. First, researchers interested in the effects
of industrial concentration and market structure on
profitability may wish to reexamine these relationships
while controlling for accounting policy choices. This
study examined the influence of depreciation methods and
inventory cost flow assumptions on observed profitability
measures. Other accounting policy choices (for example,
consolidation accounting methods) also may need to be
considered in designing future investigations in this area.

Second, while this study used the relationship between
IRR and risk to provide indirect evidence about the relative
merits of two accounting-based profitability measures, it
also may be possible to collect direct evidence. Computer
simulation is a methodology with the potential to facilitate
a more direct examination of the relationships between
IRR and accounting-based profitability measures. £
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Leitch, John Rasp, Gerry Salamon, Paul Thistle, and
participants in the Accounting Research Workshop at
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sk Footnotes sksksk
1. Jensen (1986) and Luckett (1984) provide

comprehensive reviews of the literature addressing the
ability of ARR to estimate IRR.

2. See Brealey and Myers (1984, ch. 9) and Salamon
(1988, p. 269, fn. 4) for further discussions of this
issue.

3. Callahan and Mohr (1989) provide a review and
synthesis of this continuing line or research.

4. DOL is defined as the percentage deviation of earn-

ings before interest and taxes from its expected value
resulting from a percentage deviation in real output
from its expected value. DFL is defined as the
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percentage deviation of net income from its expected
value resulting from a percentage deviation in earn-
ings before interest and taxes from its expected value.
Mandelker and Rhee (1984) defined f° as the covari-
ability of the product of the firm’s net profit margin
and equity turnover with the return on the market.
The formula used to calculate /& is presented in the
next section.

. The influence of accounting policy choices on cirr is
uncertain, although Salamon (1985) presented indirect
evidence of cirr’s insensitivity to a firm’s accounting
policies. For the purposes of the current study, the
effect of inventory cost flow assumptions and
depreciation methods on cirr is treated as an empirical
question and tested accordingly.

. Representing these accounting policy choices with
dummy or indicator variables ignores the fact that in-
ventory and plant assets constitute different propor-
tions of total assets for different firms. The approach
used in the current study accommodates the develop-
ment of models in which /NV and DEP interact with
other right-hand-side variables. To be included in the
samples for the current study, firms had to use the
same inventory cost flow assumption and depreciation
method throughout the sample period.

. The form of (11) and (12) would have been much
different if /NV and DEP were assumed to affect the
error terms rather than the slopes in (7) and (8). The
resulting equations would have had no interaction
terms and would have emphasized the separate effects
of accounting policy choices. However, using this
formulation would have required the assumption that
accounting policy choices and irr had independent ef-
fects on accounting profitability measures, an as-
sumption we considered but later rejected as unjustifi-
able on a priori grounds. The model specification
tests referenced in footnote 20 supported our decision
to adopt an interactive model.

. Other less obvious accounting policy choices also may
impact observed profitability measures, such as the
decision to disclose certain events as extraordinary
items (Salamon and Smith, 1979). Omitting relevant
accounting policy variable bases the tests described
below in favor of the null hypothesis.

. For example, when a firm uses LIFO rather than
FIFO, arr may be biased downward becasue the dif-
ference in inventory value has a greater impact on in-
come than on total assets. On the other hand, when a
firm uses an accelerated depreciation method rather
than straight-line, ar» may be biased upward because
depreciation expense is a smaller part of income de-
termination than plant assets are in the determination
of total assets.
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Again, to be included in the sample, firms must have
used the same inventory cost flow assumption and
depreciation method throughout the sample period.
Defining the sample in terms of accounting policies
used and the availability of specific data results from
the research hypotheses developed above. Never-the-
less, the results of this study may be biased if the firms
for which data were available differed from those for
which data were not available in ways that are system-
atically related to the variables included in the study.
Salamon (1985) also derived the relationship between
a firm’s cash recovery rate and the conditional esti-
mate of its nominal internal rate of return.

Although Salamon (1989) acknowledged the appro-
priateness of the procedures developed by Buijink and
Jegers (1989), and revised his earlier analyses accord-
ingly, the results of his analyses remained unchanged.
If b<1, the project’s cash flows decline at a constant
rate; if b>1, the projects’s cash flows increase at a
constant rate; and if b=1, the project’s cash flows re-
main level.

This formula for ARR reflects the notion that the
firm’s investing decisions are separate from its financ-
ing decisions. The formula also removes some of the
effects of changing tax laws for corporations over the
time period included in the study.

Although this approach avoids many of the complexi-
ties involved when calculating, for example, constant
dollar accounting values, it should be considered a
primitive substitute for profitability measures that
could be derived from inflation-adjusted accounting
information.

The numerator of equation (18) could be rewritten as
follows:

18A
5 (184)

it-1

if sales grow at rate g. Thus, the numerator might be
interpreted as the covariance between a ratio cor-
related with arr and the market rate of return. To
determine whether this expression biased our hy-
pothesis tests in favor of arr, CFO;; . ; was substituted
for E; . ; in equation (18), and the analyses were
repeated. The results of the hypothesis tests were not
affected by this change.

A test developed by White (1980) detected no
significant first- or second-order model misspecifica-
tion in any of the models.

Neither Salamon (1982) nor Gordon and Hamer
(1988) calculated cirr using a value of 1.2 for the cash
flow parameter (b).
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Appendix
Data Items Used To Construct Variables and Their Sources
Variable = Component  Source Item(s)
arr EBIT INDA  (18) Income Before Extraordinary Items + (16) Income Taxes--
Total + (15) Interest Expense
TA INDA  (6) Assets--Total
1 CITI  Implicit Price Deflator: Gross Domestic Product
cirr CFO INDA  (110) Funds from Operations--Total + (15) Interest Expense +
(109) Sale of Investments + (107) Sale of Property, Plant, and
Equipment + A(70) Accounts Payable + A(71) Income Taxes
Payable + A(72) Current Liabilities--Other - A(2) Receivables--
Total - A(3) Inventories--Total - A(68) Current Assets--Other
GA INDA  (6) Assets—-Total - (4) Current Assets--Total + (7) Property, Plant,
and Equipment--Total (Gross) - (8) Property, Plant, and Equipment-
-Total (Net)
g INDA  [log[l + change in GA across sample period] / years in sample
period
n INDA  average of annual values for [(7) Property, Plant, and Equipment--
Total (Gross) / (103) Depreciation Expense]
Vi E INDA  (18) Income Before Extraordinary Items
S INDA  (12) Sales (Net)
VE INDA  (25) Common Shares Outstanding x (24) Price--Close
R, PDE  S&P 500 Index %A in Price + [Annualized Dividend Rate /
Previous Period Close for S&P 500 Index
INV INDA  (59) Inventory Valuation Method
DEP INDA  Footnote 15

Notes: The abbreviations for data sources refer to the following: INDA--Compustat Annual Industrial File
(Limited Subscription); PDE--Compustat Price, Dividends, and Earnings File (Limited Subscription); and
CITI--Citibase Econometric Database. The numbers in parentheses under “Item(s)” refer to the Compustat
Annual Industrial File data item number.
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