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Abstract

This paper describes the packing principle for assembly line balancing
problems, develops a simple heuristic method based on the principle, and

explores the implications of the principle for other methods.

Computa-

tional results show that the proposed method compares favorably with two
well-known heuristic methods and that the principle can be applied to
improve these two methods with small additional computational effort.

INTRODUCTION

The assembly line balancing problem
consists of assigning n tasks, each with
performance time t;, among work sta-
tions, each with time capacity C so
that the number of work stations is
minimized, without violating any prece-
dence relationships between tasks. A
good discussion of this problem can be
found in the review of Ignall [2].

A new idea, the packing principle, is
described here and is used to obtain a
fast and simple heuristic method. A
computer implementation of this method
has been developed and computational
results compare favorably with those of
two well-known heuristic methods, the
ranked positional weight method (RPW)
of Helgeson and Birnie [1] and the
column method (KW) of Kilbridge and
Wester [3]. The packing principle has
also been applied as an addendum to
these methods, and better solutions
were found with small additional comp-
utational effort.

Although optimal solution seeking
methods are not part of this study, the
packing principle has been adapted to
develop an exact method in [4]. Pre-
liminary computational results with the
algorithm of [4] compare favorably with
those reported in Thangavelu and Shet-
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ty [5], a zero-one integer programming
method which appears to be the most
efficient of known optimal solution
seeking methods.

THE PACKING PRINCIPLE

The packing principle is a logical
idea which apparently has been over-
looked in previous work. A station is
said to be packed when no additional
assignments of tasks to the station are
possible. A station is said to be closed
when it is not considered for additional
assignments of tasks. The packing
principle is that no station is closed
unless it is packed.

In other heuristic methods, it is
possible to violate this principle and
with some methods this can occur quite
often. For example, the RPW method
assigns tasks exclusively in descending
order of positional weight. This means
that if a task cannot be assigned to
the current station, the station will be
closed without ensuring that it is pack-
ed. A similar situation occurs with the
KW method.

This principle leads directly to the
algorithm presented in detail in the



But the idea can also be
applied to improve existing heuristic
methods.  This modification has been
implemented for both the RPW and KW
methods.

next section.

To modify the RPW method, the
packing principle is applied to the
RPW-ordered tasks. Thus, if task i
does not fit into the current station,
instead of closing the station, the
remaining tasks will be considered for
possible assignment to this station.
Only when stations 1 through j-1 are
packed will assignment to station j be
permitted.

The modification of the KW method
is not as direct. The packing principle
is invoked when a new column is con-
sidered. Before tasks from column k
are assigned to station j, an attempt is
made to assign each task in the column
to stations 1 through j-1, successively.
Note that stations are always available
for the possible assignment of addi-
tional tasks (stations are never closed).
Since at the time considered, each task
is assigned to the earliest possible
station, an assignment obtained in this
way results in each station being pack-
ed.

To summarize, the packing principle,
whatever its specific implementation,
results in the assignment of tasks to
spaces (remaining in stations) that
would otherwise have gone unused.
The extra computational effort that this
entails appears to be small.

THE PACKING ALGORITHM

The implementation of the packing
principle as a stand-alone heuristic
method is given below. Here:

i is the index for tasks,

j is the index for stations,

A is the set of currently assigned
tasks,

a is the number of currently

assigned tasks,
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s is the remaining time -capacity
of the current station,

C is the time -capacity of each
station,

P; is the set of immediate prede-
cessors of task i,

t; is the performance time of task

1,
n is the number of tasks, and

X; is the station to which task i is
assigned.

The algorithm is as follows:

0. Setj=1,A=0,anda=0.
1. Seti=1lands=C.

2. If i is not a member of A and
Pi is a subset of A and

t <s, set A = AU{i},
a=a+1, Xj =],

ands=s-ti.

3. Seti=i+ 1 Ifi<n goto

step 2.

4. If a = n, stop. (All tasks are
assigned.)

5. Setj=j+ 1. Ifj<n, goto
step 1.

Otherwise, stop. (Infeasible problem.)

In steps 2 and 3, each task is chec-
ked successively for possible assignment
to the current station. A task is as-
signed to the current station if its
predecessors are already assigned and if
its performance time does not exceed
the station’s remaining time capacity.
When it is not possible to find an
assignable task, one of two conditions
will occur: (1) if all tasks have been
assigned, the algorithm stops and a
solution has been found (step 4); (2) if
unassigned tasks remain, the current
station is closed (because it is packed)
and assignments are made to the next



station (step 5). A problem is infeas-
ible when either t; > C for some i
and/or there is an ‘inconsistency in the
precedence ordering. These conditions
are detected when the index of the
current station exceeds n (step 5).

EXAMPLE

The example in Figure 1 has been
formulated to illustrate the packing
principle in several situations. When
the packing algorithm is applied the
solution is:

Station Tasks
I 1,2,3,6
I 4,5,8,9
I 7,10,11

Note how task 6 is packed into station
I when tasks 4 and 5 cannot be as-
signed in the remaining time capacity.
The same situation occurs with tasks 8
and 9 in station II as task 7 is by-
passed.

The importance of the packing idea
is seen when the example is solved by
the RPW method. This method sorts
the tasks according to their rank-posi-
tional weight yielding the order (1,2,3-
,9,6,4,7,8,9,10,11). When the tasks are
assigned in this order, the solution is

Station Tasks
I 1,2,3
I 5,6,4
I 7,8,9
v 10,11.

Notice that the fourth task to be
assigned, task 5, cannot be assigned in
the remaining time capacity of station
I.  This leads to the premature closing
of station I and a solution which re-
quires four stations.

When the packing principle is added
to the RPW method, tasks are conside-
red in the same order as above, but
tasks that cannot be assigned (perform-
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ance times too large) to the current
station are by-passed. Thus, tasks
1,2,3 are assigned as above, tasks 5 and
4 are by-passed, and task 6 is assigned
to station I. Station I is now packed
and assignments can be made to station
II. A similar situation occurs when
assigning tasks to this station. Here,
task 7 is by-passed, allowing the as-

signment of tasks 8 and 9. The solu-
tion is:
Station Tasks
I 1,2,3,6
I 5,4,8,9
m 7,10,11

Note a solution in one less stations has
been achieved.

The same effect is observed when
the example is solved by the KW meth-
od. In this method tasks are grouped
into columns, representing precedence
groups. The columns are considered
sequentially. The tasks within a parti-
cular column are considered simultane-
ously and assigned optimally. This
method yields the following solution:

Station Tasks
I 1,2,3
I 4,5,6
111 7,8,9
v 10,11

To obtain the above solution, column
1 is considered and all its tasks are as-
signed to station I.  Since there is
remaining time capacity in station I,
tasks in column 2 are considered for
assignment in that station. Task 3
forms an optimal subset for assignment
to station I, which is now closed (but
not packed). Tasks 4 and 5 are as-
signed to station II, leaving enough
time capacity for task 6 of column 3.
Tasks 7, 8 and 9 are assigned to sta-
tion III from columns 3, 4 and 5, re-
spectively. Finally, tasks 10 and 11 are
assigned to station 4. When the pack-
ing modification is employed, tasks 1, 2
and 3 are assigned as above, but sta-
tion I is not closed. Tasks 4 and 5 are



assigned to station II, without closing
it. When the next column is considered
(column 3), task 6 is "packed" into
station I. Task 7 is assigned to station
ITI, but tasks 8 and 9 (the next col-
umns considered) are "packed" into
station II. The resulting solution:

Station Tasks
I 1,2,3,6
II 4,5,8,9
III 7,10,11

requires one fewer station than that
obtained using the KW method alone.

COMPUTATIONAL RESULTS

The algorithm and the additions de-
scribed above have been implemented
on the IBM 3081D on a set of 20 prob-
lems from the literature as described in
[5] and 80 randomly generated problems
of 3 different numbers of tasks: 50
tasks (Random 50), 75 tasks (Random
75), and 100 tasks (Random 100). The
randomly generated problems were
obtained by varying the flexibility ratio
(the percentage of zeros in the half-
matrix of precedence relationships), and
by randomly generating the time capac-
ity of stations and the performance
times of the tasks.

The computational results are shown
in Tables 1 and 2. Table 1 compares
the packing method to the KW and
RPW methods. It shows that the quali-
ty of solutions obtained by the packing
method is comparable to that of the
KW method and significantly better
than that of the RPW method. The
computational times are much faster,
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ranging from 37.5% to 59% of the KW
time, and from 1% to 11% of the RPW
time.

Table 2 explores the effect of using
the packing principle as an addendum
to the KW and RPW methods. The im-
provement in the quality of the solu-
tions obtained ranges from minor (KW
small-sized problems) to impressive
(RPW large-sized problems). The addi-
tional computation time is small, rang-
ing from .012 sec. to .045 sec. for the
KW addendum and from .031 sec. to
.062 sec. for the RPW addendum.

FINAL COMMENTS

Two main conclusions can be drawn
from this work.  First, the packing
algorithm is a viable heuristic method
in itself. The method is also simple to
explain and understand and is quite
suitable for hand computation, even for
large problems.

Second, the packing principle ap-
pears to be a useful addendum to other
assembly line balancing heuristic meth-
ods since the additional computational
cost is small and there is a potential
for improved solutions, especially for
larger problems.

Further research is currently being
carried out by the authors on a genera-
lization of the packing principle that
yields optimal solutions [4]. All prob-
lems reported here have been solved by
this method with encouraging results,
particularly with respect to the reduc-
tion in time for the solution of large
problems. Complete results are forth-
coming.
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Tabls 2 Computational Results for Packing Addendum.
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Figure 1. Display of mxmaﬁwm‘cmﬁm.
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