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ABSTRACT

Despite the widespread belief that a privatized economy performs better than a centrally planned one, there is no empirical evidence on whether changing the structure of capital ownership affects trade and growth in developing countries. This paper addresses this issue by analyzing and comparing the distinctive effects of privately and publicly owned capital on international trade and economic growth. Based on a modified version of the neo-classical one-sector aggregate production technology, we investigate the intertemporal interactions among the growth rate of real output, private capital, public capital, international trade and labor. The results of applying our methodology to data from Tunisia suggest that private capital performs better than public capital in promoting economic growth and international trade. Despite the widespread belief that a privatized economy performs better than a centrally planned one, there is no empirical evidence on whether changing the structure of capital ownership affects trade and growth in developing countries. This paper addresses this issue by analyzing and comparing the distinctive effects of privately and publicly owned capital on international trade and economic growth. Based on a modified version of the neo-classical one-sector aggregate production technology, we investigate the intertemporal interactions among the growth rate of real output, private capital, public capital, international trade and labor. The results of applying our methodology to data from Tunisia suggest that private capital performs better than public capital in promoting economic growth and international trade.

INTRODUCTION

The transition from centrally planned into decentralized market economies is one of the most important economic issues of our time. The failure of the socialist system to achieve an efficient allocation of resources led to a strong belief that only an alteration of the economic structure could improve the well being of a society. The most important of these alterations is the privatization of state-owned enterprises, which in the presence of working markets should improve the allocation efficiency of resources and the living standards. This issue is of particular interest to developing countries. In the aftermath of the debt crisis, and upon recommendations by international financial institutions, many developing countries are changing their overall development strategies to rely more heavily on market forces. Consequently, these countries are witnessing a large process of deregulation of product and factor markets and the privatization of public enterprises.

However, while most economists believe that a privatized economy performs better than a centrally planned one, the theoretical justification why this should be is still an open question. This issue dates back to the famous Hayek-Lerner-Lange debate of the 1940’s. The latter two authors argue that a planned economy could at least result in as good an outcome as a market system, because it could always mimic it. However, Hayek was convinced that the beneficial thrives of the Schumpeterian entrepreneurship could only be exploited in a system of decentralized individual decision making. In addition, an important reason to privatize is that state owned firms are ‘polititized’, and the main objective of politicized firms is to satisfy interests of bureaucrats and politicians. To prevent social

unrest and maintain their power, those groups favor excess employment, ineffective locations or under pricing of output. However, in privately owned firms profit is the main concern of the holders of property rights. Hence, one important target of privatization is to reduce the influence of the political system on the allocation process.

Recently, Shleifer (1998) notices that postwar economists generally failed to anticipate the failure of state ownership and argued that the widespread belief of the 1940’s in favor of government production is no longer convincing. He adds that past empirical observations on some apparent success of government control during the Second World War and the failures of deregulation and competition during the Great Depression were misleading. In addition, there was a misunderstanding of the consequences of political control of firms and no importance was given to innovation in market economies. Recently, however, the collapse of the communist economies and the large improvements in the quality of regulation and contracting made the benefits of reducing the role of the government as a producer more convincing.


However, this literature did not provide a consensus judgment concerning the relationship between private investment, public investment, and economic growth. Moreover, while the question is so important, theoretical positions are quite diverse. Some points of view suggest that public investment undertaken by heavily subsidized and inefficient state-owned enterprises has often reduced the possibilities for private investment and long-run economic growth. Moreover, the repression of the private financial system has crowded-out the private sector from profitable investment opportunities. At the other extreme there are points of view which suggest that in countries characterized by the existence of monopolies, the lack of fully developed markets of capital, insurance and information, public sector investment can make product and factor markets work more efficiently and, hence, generate a substantial spillover effect for the private sector.

In light of the mixed evidence and views, the existing literature cannot provide the basis on which a particular country can decide on the appropriate mix of capital ownership, nor does it allow gauging whether an expanding private (public) sector investment would accelerate or depress its growth process. Moreover, since economic policies tend to be country specific and their success depends largely on the institutions implementing them, a policy recommendation cannot safely be made by generalizing the experiences from other countries.

Therefore, the aim of this paper is to empirically analyze the distinctive effects of privately and publicly owned capital on output growth and international trade in the case of Tunisia. Recently, this country started an ambitious structural adjustment program where privatization is believed to be the main driver of success for promoting international trade and long-run economic growth. However, in the absence of empirical evidence, some opponents to privatization are raising doubts about the role of the private sector and its ability to take the lead and compete successfully in the global economy. In recent years, Tunisia’s economic development model has proven to be the most successful among developing countries implementing structural adjustment programs, with a growth rate reaching 5.5% in 2001. Consequently, empirical evidence on the issue would shed light on the relative merits and contributions of private and public investments to the growth process and, would provide policy makers with a solid basis on which the allocation efficiency of the country’s resources can be further enhanced.

Using a modified version of the neo-classical one-sector aggregate production technology, these effects are herein investigated in a five-variable system consisting of real output, private investment, public investment,
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2 See Boycko et al. (1995).
international trade and labor. The short- and long-run dynamic interactions between these variables are empirically investigated using a vector error-correction (VEC) model which we use to test for cointegration and Granger noncausality. Within this framework, we search for structural breaks due to shifts in Tunisia’s economic policy and identify the causal links among the variables. In particular, we use variance decompositions and estimate the separate effects of private and public capital on international trade and economic growth. The main findings that are useful for the conduct of economic policy in this country are: (i) there is a unidirectional causal relationship running from private investment to public investment. This means that public investment is following rather than anticipating changes in private investment. Hence, an increase in public investment does not constitute an effective policy for promoting private investment. However, a growing private sector will in due time induce the public sector to provide essential investments in social and economic infrastructure; and (ii) while both sorts of investment lead to economic growth, an increase in the share of private investment in GDP generates a permanent effect on economic growth and international trade which is much higher than a similar increase in the share of public investment in GDP. It follows that an effective economic policy targeting growth and trade promotion should encourage private ownership of capital, while the government should assist this process by providing a favorable environment that enhances the competitiveness of the economy.

The remaining of the paper is organized as follows. Section II presents the theoretical framework. Section III describes the econometric methodology. Section IV contains the main results and section V concludes.

THE THEORETICAL FRAMEWORK

To analyze the separate effects of private investment and public investment activities on international trade and economic growth, we propose a framework based on the conventional neo-classical one-sector aggregate production technology in which public and private capital stocks are treated as separate inputs. That is

\[ Y_t = f (L_t, K_{tp}, K_{tg}, X_t) \]  

where \( Y \) = aggregate output or real GDP; \( L \) = labour force; \( K_{tp} \) = private capital stock; \( K_{tg} \) = public capital stock; \( X \) = real exports, and the subscript \( t \) denotes the time period. The inclusion of real exports as an argument in the production function can be justified with reference to the several recent studies (Feder, 1983; Edwards, 1989; Dollar, 1992; Grossman and Helpman, 1990; Levine and Renelt, 1992; Ghali, 1999, among others) which have empirically detected positive and significant effects of export expansion on economic growth. By taking the differential of equation (1) we obtain

\[ dY_t = Y_L dL_t + Y_{K_{tp}} dK_{tp} + Y_{K_{tg}} dK_{tg} + Y_X dX_t \]  

where \( Y_i \) is the partial derivative of \( Y \) with respect to its \( i \)th argument. On dividing equation (2) through by \( Y_t \) and rearranging the resulting expression, we obtain the following growth equation.

\[ . \ldots . \ldots . \ldots . \ldots . \]  

\[ Y_t = aL_t + bK_{tp} + cK_{tg} + dX_t \]  

where \( \alpha_p \) is the marginal productivity of private capital and \( \alpha_g \) is the marginal productivity of public capital.

The model in (4) provides the theoretical underpinnings for investigating the separate effects of private and public investment on economic growth. It constitutes a significant improvement on the existing ones in which the
relationship between private and public investment is investigated on an ad hoc basis but other growth determining factors such as labor and exports are excluded as regressors thereby making the estimates of equation (4) very susceptible to bias.

ECONOMETRIC METHODOLOGY

Testing For Cointegration

To model the relationship between real gross domestic product (RGDP), the share of private investment in GDP (PI), the share of public investment in GDP (GI), exports (X), and labor (L), we consider that their short-run dynamics can be represented by a vector autoregression VAR specification as follows:

\[ X_t = c + \pi_1 X_{t-1} + \ldots + \pi_k X_{t-k} + \Psi D_t + \varepsilon_t \]  

(5)

where \( X = (RGDP, PI, GI, X, L) \), \( t \) is time, \( c \) is a 5x1 vector of constants or drift terms, \( \pi_i, i = 1 \ldots k \), are 5x5 matrices of time-invariant coefficients, and \( \varepsilon \) is a 5x1 vector of i.i.d errors with a positive covariance matrix. \( D \) is a matrix of deterministic components such as trend and dummies. The VAR(k) model defined in equation (5) is covariance stationary if all values of \( Y \) satisfying:

\[ \left| I - \pi_1 Y - \pi_2 Y^2 - \ldots - \pi_k Y^k \right| = 0 \]  

(6)

lie outside the unit circle.

If some or all the variables in \( X \) are I(1), then we can exploit the idea that there may exist co-movements of these variables and possibilities that they will trend together towards a long-run steady-state equilibrium (i.e. cointegrated). Hence, their behavior can now be represented using a vector error-correction (VEC) model that incorporates the short-run as well as the long-run dynamics,

\[ \Delta X_t = c + \sum_{i=1}^{p-1} \Gamma_i \Delta X_{t-p} + \Pi X_{t-p} + \Psi D_t + \varepsilon_t \]  

(7)

where \( \Pi = (I - \Sigma, \pi_i) \), \( i = 1 \ldots p \), is the long-run parameter matrix, \( \Gamma_i = -(\pi_i + 1 + \ldots + \pi_i), i = 1, \ldots, p - 1 \) are estimable parameters, \( \Delta \) is a difference operator and \( \varepsilon_t \) is a vector of impulses which represent the unanticipated movements in \( X_t \) with \( \varepsilon_t \sim \text{niid}(0, \Sigma) \).

With r cointegrating vectors (1 \( \leq r \leq 4 \)), \( \Pi \) has rank \( r \) and can be decomposed as \( \Pi = \alpha \beta' \), with \( \alpha \) and \( \beta \) both 5 x r matrices. \( \beta \) is the matrix of cointegrating vectors and \( \alpha \) are the adjustment coefficients which measure the strength of the cointegrating vectors in the VEC model.

The Johansen (1988) approach uses a maximum likelihood procedure to test the cointegrating rank \( r \) and estimate the parameters \( \beta \) and \( \alpha \). If the cointegration test reveals the existence of long-run relationships between the variables in \( X \), then several implications including “spurious” regression, Granger non-causality, and dynamic simulations can be established.

One advantage of the cointegration methodology is that it illustrates the conflict that exists between the equilibrium framework and the disequilibrium environment from which the data are collected. As illustrated by the VEC model in (7), this conflict can be easily resolved by extending the equilibrium framework into one that accounts for disequilibrium by including the equilibrium error measured by \( (\beta' X_{t-1}) \). Once the equilibrium conditions are imposed, the model is now describing how the system is adjusting towards its long-run equilibrium state. Since the variables are supposed to be cointegrated then, in the short-run, deviations from the long-run equilibrium will feed back on the changes in the dependent variables in order to force their movements towards the long-run equilibrium.
state. Thus, the adjustment coefficients $\alpha$ measure the proportion by which the long-run disequilibrium (or imbalance) in the dependent variables are corrected in each short-term period.

**Testing For Granger Non-Causality**

There are several procedures for testing Granger noncausality (GNC) using vector autoregressive models. These were developed and studied by Toda and Phillips (1993, 1994), Toda (1995), Dolado and Lutkepohl (1996), Zapata and Rambaldi (1997), and Yamada and Toda (1998). Recent surveys of these procedures are in Caporale and Pittis (1999). A comparison of the properties of these procedures based on simulation experiments can be found in Giles and Mirza (1999).

However, the choice between the alternative procedures depends on the pretesting for integration and cointegration among the variables. That is, depending on the degree of integration of the variables included in the system and depending on whether they are “sufficiently” cointegrated, there is a particular specification of VAR that adequately ensures appropriate behavior of the test statistic for testing the null of GNC. In particular, there are four different specifications. These are the VAR in levels (VARL) model, the augmented VARL model, the vector error-correction model (VECM), and the VAR in difference (VARD) model. In each one of these models, the statistic used to test for GNC is a Wald statistic$^3$.

In general, if $\theta$ is an $mx1$ vector of parameters and $R$ is a nonstochastic $qxm$ matrix of known parameters with rank $q$, then the Wald statistic to test $H_0: R\theta = 0$ is

$$W = T\hat{\theta}'R'[R\hat{V}(\hat{\theta})R']^{-1}R\hat{\theta}$$

(8)

where $\hat{\theta}$ is a consistent estimator of $\theta$, $\hat{V}(\hat{\theta})$ is a consistent estimator of the asymptotic variance-covariance matrix of $\sqrt{T}(\hat{\theta} - \theta)$, and $T$ is the number of observations. Under appropriate conditions, $W$ is asymptotically distributed as a $\chi^2(q)$ distribution under the null.

In the context of a VEC model, the null of GNC can be tested in three different ways using the Wald statistic in (8). First, zero restrictions can be imposed on the $\alpha$ vector to test for weak exogeneity of the variables. Toda and Phillips (1993, 1994) refer to these tests as long-run noncausality tests. Second, zero restrictions can be imposed on the coefficients of the $\Gamma$ matrix to test whether the lagged coefficients of a variable are zero. This test is referred to as a short-run noncausality test. Finally, zero restrictions can be imposed jointly on the coefficients in $\alpha$ and $\Gamma$ to test for both short-and long-run noncausality.

**EMPIRICAL RESULTS**

**Data And Variables Definition**

Data used in this study consist of annual series for Tunisia over the period 1960 – 2002. The variables and their definitions where $\ln$ denotes the natural logarithm are as follows:

- **RGDP**: ln(real GDP),
- **PI**: ln((the ratio of private investment to GDP)),
- **GI**: ln((the ratio of public investment to GDP)),
- **X**: ln(real exports),
- **L**: ln(labor force).

$^3$ See Giles and Mirza (1999) for an extensive discussion of these models and a discussion of the comparative testing procedures.
The source of all data series is the ministry of finance in Tunisia. GDP is the gross domestic product, RGDP is GDP deflated by the GDP-deflator. Private investment is measured by the total private-business investment and public investment is measured by government capital expenditures. Exports refer to total exports. The labor force refers to the total labor force employed, including agricultural employment. The first difference of RGDP is taken to be a proxy for economic growth.

Test Results For Unit Roots

In order to justify testing for cointegration, we herein investigate the time series properties of the data. Moreover, given that various policy changes may have taken place during the period of estimation, it is plausible to allow for the existence of structural breaks when testing for unit roots. In this respect, Perron (1989) demonstrated that the Dickey-Fuller test is biased against rejecting the null hypothesis of a unit root when the true data generating process is in fact trend stationary with a break in the intercept or the slope of the trend function. Consequently, Perron (1989) proposed to test the unit root null using a modified Dickey-Fuller test which specifies the alternative under the following three characterizations of the trend-break:

**The Crash Model:** This model allows for a change in the intercept under the null and alternative hypotheses. In addition, this change is assumed to occur gradually and in a way that depends on the correlation structure of the noise function. This model was termed the “innovational outlier model” in the terminology of Perron (1989) and will be denoted later by model IO1. The null hypothesis of a unit root is tested using the $t$-statistic for testing $\alpha = 1$ in the following regression

$$y_t = \mu + \theta DU_t + \beta t + \delta D(T_b, t) + \alpha y_{t-1} + \sum_{i=1}^{k} c_i \Delta y_{t-i} + e_t$$  \hfill (9)

where $T_b$ is the time of the break, $DU_t = 1(t > T_b)$ and $D(T_b, t) = 1(t = T_b + 1)$ with 1(.) being the indicator function.

**The Mixed Model:** This model allows for a break to occur simultaneously in both the intercept and the slope at time $T_b$. This model is also an innovational outlier model where the change occurs gradually in both the intercept and the slope. This model will be denoted by model IO2. In this model the unit root test is performed using the $t$-statistic for the null hypothesis that $\alpha = 1$ in the following regression

$$y_t = \mu + \theta DU_t + \beta t + \gamma DT_t + \delta D(T_b, t) + \alpha y_{t-1} + \sum_{i=1}^{k} c_i \Delta y_{t-i} + e_t$$  \hfill (10)

where $DT_t = 1(t > T_b)$. 

**The Changing Growth Model:** In this model only a change in the slope is allowed with both segments of the trend function are joined at the time of the break $T_b$. Moreover, the change here is supposed to occur rapidly and corresponds to the “additive outlier model” in the terminology of Perron (1989). This model will be denoted by model AO. To test the unit root hypothesis, Perron (1989) uses a two-step procedure. First, the series is detrended using the following regression where $DT = 1(t > T_b)$

$$y_t = \mu + \beta t + \gamma DT_t^* + \tilde{y}_t$$  \hfill (11)

Then the test is performed using the $t$-statistic for $\alpha = 1$ in the regression:

$$\tilde{y}_t = \alpha \tilde{y}_{t-1} + \sum_{i=1}^{k} c_i \tilde{y}_{t-i} + e_t.$$  \hfill (12)
In order to devise unit root tests that have power against the trend break stationary alternative, Perron (1989) first specifies the location of the break-date \( T_b \). Then, given the break-date, he estimates a regression that nests the random walk null and the trend-break stationary alternative of choice. The assumption that the break date is known a priori was, however, criticized because the choice of \( T_b \) is correlated with data, which makes Perron (1989) test reject the unit root null too often (see for example Christiano 1992; Banerjee, Lumsdaine and Stock 1992; Zivot and Andrews 1992, and Perron and Vogelsang 1992).

In order to avoid this bias, some studies have proposed extensions of Perron’s (1989) unit root tests where the break-date is endogenously determined: Zivot and Andrews (1992), Banerjee et. al. (1992), Perron and Vogelsand (1992), Perron (1997), and Vogelsand and Perron (1998), among others. These studies have proposed to apply Perron’s (1989) methodology for each possible break date in the sample, which yields a sequence of \( t \)-statistics. Then, using this sequence, a minimum \( t \)-statistic can be constructed that maximizes evidence against the null hypothesis. Therefore, the availability of the minimum \( t \)-statistics avoids the need for the a priori knowledge of the break-date.

Although the issue of break-date determination has been resolved, the issue that still remains is how to choose between the three alternatives of the unit root test. That is, how to characterize the form of the break. In this respect, Sen (2003) argues that the selection of the form of the break is also correlated with the data and, therefore, misspecification of the alternative may induce power distortions. He assessed the performance of the minimum \( t \)-statistics when the form of the break is misspecified. The simulation results of Sen (2003) indicate that the loss of power is minimized when the mixed model specification is used to characterize the form of the break. Therefore, he suggests that practitioners should use the form of the break specified under the mixed model IO2, which is the most general characterization under the alternative, unless prior information suggests using either the crash model IO1 or the changing growth model AO.

Table 1 below reports the results of testing for unit roots in the variables under the trend-break hypothesis. Since the form of the break is unknown, we followed the recommendation in Sen (2003) and used the mixed model IO2 in (10) as the alternative. The choice of the appropriate break date (\( T_b \)) and order of the lag-truncation parameter \( k \) are determined endogenously following Perron (1997), with \( k \)-max = 12. In particular, the break-date \( T_b \) is selected as the value which minimizes the \( t \)-statistic for testing \( \alpha = 1 \). The truncation lag parameter \( k \) is selected using a general-to-specific recursive procedure based on the \( t \)-statistic on the coefficient associated with the last lag in the estimated autoregression. That is, the procedure selects the value of \( k \) such that the coefficient on the last lag in an autoregression is significant, up to a maximum order \( k \)-max.

<table>
<thead>
<tr>
<th>Series</th>
<th>( k )</th>
<th>( T_b )</th>
<th>( t_\hat{\beta} )</th>
<th>( t_\hat{\beta} )</th>
<th>( t_\hat{\gamma} )</th>
<th>( t_\hat{\delta} )</th>
<th>( \hat{\alpha} )</th>
<th>( t_{\hat{\alpha}} )</th>
<th>10%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGDP</td>
<td>9</td>
<td>1988</td>
<td>3.541</td>
<td>4.012</td>
<td>3.608</td>
<td>4.733</td>
<td>0.914</td>
<td>-3.127</td>
<td>-5.29</td>
<td>-5.59</td>
</tr>
<tr>
<td>PI</td>
<td>4</td>
<td>1988</td>
<td>2.303</td>
<td>3.725</td>
<td>3.290</td>
<td>3.661</td>
<td>0.956</td>
<td>-2.690</td>
<td>-5.29</td>
<td>-5.59</td>
</tr>
<tr>
<td>GI</td>
<td>2</td>
<td>1988</td>
<td>-2.916</td>
<td>-2.605</td>
<td>2.881</td>
<td>2.330</td>
<td>0.939</td>
<td>-2.751</td>
<td>-5.29</td>
<td>-5.59</td>
</tr>
<tr>
<td>X</td>
<td>8</td>
<td>1988</td>
<td>3.466</td>
<td>3.541</td>
<td>3.601</td>
<td>3.255</td>
<td>0.971</td>
<td>-3.382</td>
<td>-5.29</td>
<td>-5.59</td>
</tr>
<tr>
<td>L</td>
<td>2</td>
<td>1988</td>
<td>2.673</td>
<td>4.311</td>
<td>5.164</td>
<td>2.013</td>
<td>0.912</td>
<td>-3.016</td>
<td>-5.29</td>
<td>-5.59</td>
</tr>
</tbody>
</table>

Note: Mixed-model regression: \( y_t = \mu + \delta t \bar{U}_t + \beta t \bar{a}_t + \gamma (T_b - T) + \delta (T_b - T) \gamma_1 + \sum_{i=1}^{\infty} \epsilon_i \Delta y_{t-i} + \epsilon_t \). \( T_b \) is the break date, \( k \) is the value of the lag-truncation parameter chosen according to the Perron (1997) procedure with \( k \)-max = 12.

For each series, table 1 reports the truncation lag \( k \), the estimated break date \( (T_b) \), and the \( t \)-statistics of the parameters in equation (10). The last three columns report the unit root test statistics and critical values. The results of
the table indicate that the unit root hypothesis cannot be rejected for all series. Additional unit root testing on the differenced series indicates that all variables are I(1) processes. Looking at the estimated break date ($T_b$), we can see that a break in the trend functions of the variables has occurred in 1988. The most plausible explanation for a structural change occurring at this date is the change of the political regime in Tunisia in November 1987, which was coupled with the beginning of implementation of the IMF-sponsored structural adjustment programs. Prior to 1988, the economic situation in Tunisia was degrading. When the new government took control, significant restructuring and reforms were undertaken to re-orient the economy from a centrally planned one into an open, market-oriented one.

**Test Results For Cointegration**

Before testing for cointegration, we consider two main issues relevant to the Johansen testing procedure. First, in order for the model to capture the effects of structural change, we have included a shift dummy in the deterministic part of VAR, i.e. in $D$ in (7). The dummy variable included is denoted by $DUM$ and takes the value 1 after 1988 and 0 otherwise.

Second, it is important to carefully determine the lag length in VAR in order to avoid spurious causality (or absence of causality). In this respect, the number of lags was determined using both the Akaike information criterion (AIC) and the Schwartz criterion (SC) and was set equal to four. According to the simulation results of Giles and Mirza (1999), these two criteria were found to be the preferred lag-selection methods in terms of optimizing the properties of the Granger noncausality statistics when using the Johansen method. Using $k = 4$, we also tested for normality and for serial correlation in the residuals of VAR. The results of these tests, which are not reported here, indicate that this lag-length left the residuals approximately independently identically normally distributed.

<table>
<thead>
<tr>
<th>$H_0$</th>
<th>$H_1$</th>
<th>Stat.</th>
<th>90%</th>
<th>$\lambda_{max}$</th>
<th>$H_0$</th>
<th>$H_1$</th>
<th>Stat.</th>
<th>90%</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0$</td>
<td>$r \geq 1$</td>
<td>88.10</td>
<td>71.66</td>
<td>38.65</td>
<td>21.74</td>
<td>0.650</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r \leq 1$</td>
<td>$r \geq 2$</td>
<td>41.35</td>
<td>49.92</td>
<td>16.53</td>
<td>18.03</td>
<td>0.453</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r \leq 2$</td>
<td>$r \geq 3$</td>
<td>25.40</td>
<td>31.88</td>
<td>10.02</td>
<td>14.09</td>
<td>0.231</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r \leq 3$</td>
<td>$r \geq 4$</td>
<td>12.91</td>
<td>17.79</td>
<td>6.35</td>
<td>10.29</td>
<td>0.102</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r \leq 4$</td>
<td>$r \geq 5$</td>
<td>4.86</td>
<td>7.50</td>
<td>4.96</td>
<td>7.50</td>
<td>0.065</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results of testing for the number of cointegrating vectors are reported in table 2, which presents the maximum eigenvalue ($\lambda_{max}$) and the trace statistics, the 10 percent critical values as well as the corresponding $\lambda$ values. This test is performed using an unrestricted formulation of the VAR model which assumes the existence of a deterministic linear time trend in the data with an intercept in the cointegrating vector.

The results in table 2 indicate the existence of a unique cointegrating vector driving the series. However, this result was obtained under the assumption of the existence of a deterministic linear time trend in the data. Therefore, we test this assumption together with the rank order using the procedure suggested by Johansen (1992b, 1994), which jointly tests the cointegrating rank $r$ and the existence of a deterministic time trend in the data. This procedure is sequential and uses a $\chi^2$-test based on the so-called Pantula principle (Pantula, 1989). The procedure of this test is as follows. Let $M_{ij}$ denote the combination of rank and deterministic component where $i$ is the rank ($i = 0, 1, ..., 4$) and $j$ is the model, $j = 0$ is the model with no time trend in the data and $j = 1$ is the model with a deterministic time trend in the data. We start from the most restricted model $M_{00}$ and compare the trace test statistic to the corresponding critical value. If the model is rejected we keep the rank assumption and change the model of the deterministic trend to the

---

$^4$ For an in-depth survey of Tunisia’s structural reforms and economic performance, see IMF country reports (1999-2002). Recent economic performance of Tunisia can also be found in Saddem (2001).
next one. So we continue to model $M_{00}$. If this model is also rejected we change the rank to $i = 1$ and go through the same procedure for $j = 0$ and $j = 1$. We keep changing $i$ and $j$ until the first time the joint hypothesis is accepted. The results of this test are reported in table 3 where we can see that model $M_{11}$ is the one consistent with the data. Therefore, we continue to use an unrestricted specification of VAR with linear deterministic trends in the data and one cointegrating vector.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Trace</th>
<th>90%</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{00}$</td>
<td>92.71</td>
<td>64.74</td>
<td>Reject</td>
</tr>
<tr>
<td>$M_{01}$</td>
<td>88.10</td>
<td>71.66</td>
<td>Reject</td>
</tr>
<tr>
<td>$M_{10}$</td>
<td>55.32</td>
<td>43.84</td>
<td>Reject</td>
</tr>
<tr>
<td>$M_{11}$</td>
<td>41.35</td>
<td>49.92</td>
<td>Accept</td>
</tr>
</tbody>
</table>

The estimates of $\beta$ and $\alpha$ from model $M_{11}$ are presented in table 4a. From the $\alpha$ vector we notice that the adjustment coefficient of labor is small and insignificant. Testing that this coefficient is equal to zero is a test that labor is weakly exogenous, which enables the VEC model to be re-specified as a four-equation model conditioning on Labor. Testing that $L$ is weakly exogenous yields a likelihood ratio test = 0.23, which compared to the 5% critical value $\chi^2(1) = 3.84$, enables us to easily accept the null hypothesis.

The restricted $\beta$ and $\alpha$ are presented in table 4b. Given the results of this table, we can say that the system is now completely identified. We have estimated a VEC model with one cointegrating vector and $L$ being weakly exogenous. To check the adequacy of the model and make sure that none of the roots have come close to unity, after imposing the weak exogeneity restriction, we checked the eigenvalues of the companion matrix. These eigenvalues, which are not reported here, confirm that the system with restriction has one unit root, with the remaining roots being well inside the unit disc, which confirms once more the choice of $r = 1$.

<table>
<thead>
<tr>
<th>RGDP</th>
<th>PI</th>
<th>GI</th>
<th>X</th>
<th>L</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>The $\beta$ vector, normalized on $RGDP$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.436</td>
<td>-0.182</td>
<td>-0.574</td>
<td>-0.216</td>
<td>-1.346</td>
</tr>
<tr>
<td>(-11.121)</td>
<td>(-3.420)</td>
<td>(-7.501)</td>
<td>(-12.078)</td>
<td>(-20.802)</td>
<td></td>
</tr>
</tbody>
</table>

The adjustment coefficients $\alpha$

-0.621 | 0.587 | 0.356 | 0.442 | 0.008 |
(-5.334) | (4.972) | (3.622) | (4.791) | (1.026) |

<table>
<thead>
<tr>
<th>RGDP</th>
<th>PI</th>
<th>GI</th>
<th>X</th>
<th>L</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>The $\beta$ vector, normalized on $RGDP$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.438</td>
<td>-0.185</td>
<td>-0.576</td>
<td>-0.214</td>
<td>-1.348</td>
</tr>
<tr>
<td>(-11.135)</td>
<td>(-3.422)</td>
<td>(-7.504)</td>
<td>(-12.069)</td>
<td>(-20.806)</td>
<td></td>
</tr>
</tbody>
</table>

The adjustment coefficients $\alpha$

-0.620 | 0.589 | 0.355 | 0.445 |
(-5.334) | (4.972) | (3.622) | (4.791) |
Now we are in a position to give an economic interpretation to the results of cointegration in table 4b. First, the results of cointegration indicate that real output, exports, labor, and both sorts of investment have a long-run equilibrium relationship. This means that the short-run dynamics of real output, exports, and both investment types can be interpreted as a continuous adjustment towards reaching this equilibrium. Second, from the α vector, we can see how fast the different variables are adjusting to this equilibrium, which also indicates the amount by which the disequilibrium is corrected in each short-term period. In this respect, we can see that real output, private investment, public investment, and exports are all adjusting to the long-run equilibrium but with different speed of adjustment. In particular, output and exports have a relatively high speed of adjustment to the long-run equilibrium state. Third, and most important, since the variables are measured by their natural logarithm, the coefficients of the cointegrating vector can be interpreted as the long-run elasticities of real output with respect to the different variables in the system. With this, we can see that the elasticity of real output with respect to exports is the highest among the variables (0.576), followed by private investment (0.438), labor (0.214), then public investment (0.185). In particular, we can see that private investment has a much higher effect on real output than that of public investment.

**Test Results For Granger Noncausality**

The results of cointegration above imply that the variables have a vector error-correction representation of the form:

\[
\Delta \text{RGDP} = c_1 + \alpha_1 \Delta v_{t-1} + \sum_{i=1}^3 \delta_i \Delta \text{RGDP}_{t-i} + \sum_{i=1}^3 \gamma_i \Delta \text{PI}_{t-i} + \sum_{i=1}^3 \phi_i \Delta \text{GI}_{t-i} + \sum_{i=1}^3 \psi_i \Delta L_{t-i} + d_t \text{DUM} + \epsilon_{t-1} \quad (13)
\]

\[
\Delta \text{PI} = c_2 + \alpha_2 \Delta v_{t-1} + \sum_{i=1}^3 \delta_i \Delta \text{RGDP}_{t-i} + \sum_{i=1}^3 \gamma_i \Delta \text{PI}_{t-i} + \sum_{i=1}^3 \phi_i \Delta \text{GI}_{t-i} + \sum_{i=1}^3 \psi_i \Delta L_{t-i} + d_t \text{DUM} + \epsilon_{t-2} \quad (14)
\]

\[
\Delta \text{GI} = c_3 + \alpha_3 \Delta v_{t-1} + \sum_{i=1}^3 \delta_i \Delta \text{RGDP}_{t-i} + \sum_{i=1}^3 \gamma_i \Delta \text{PI}_{t-i} + \sum_{i=1}^3 \phi_i \Delta \text{GI}_{t-i} + \sum_{i=1}^3 \psi_i \Delta L_{t-i} + d_t \text{DUM} + \epsilon_{t-3} \quad (15)
\]

\[
\Delta X = c_4 + \alpha_4 \Delta v_{t-1} + \sum_{i=1}^3 \delta_i \Delta \text{RGDP}_{t-i} + \sum_{i=1}^3 \gamma_i \Delta \text{PI}_{t-i} + \sum_{i=1}^3 \phi_i \Delta \text{GI}_{t-i} + \sum_{i=1}^3 \psi_i \Delta L_{t-i} + d_t \text{DUM} + \epsilon_{t-4} \quad (16)
\]

where \( v \) is the cointegrating vector in table 4b and \( DUM \) is a dummy variable accounting for structural change. To test for Granger noncausality we use the LR test in (10) and test whether all lagged coefficients of a variable and the coefficient of the cointegrating vector are jointly equal to zero in an equation. As mentioned earlier, this test can be interpreted as a test for both short- and long-run noncausality. For example, to test whether \( PI \) does not Granger-cause output growth in equation (13), we test the null hypothesis:

\[
H_0: \gamma_{1,1} = \gamma_{1,2} = \gamma_{1,3} = 0
\]

which is distributed \( \chi^2(4) \).

<table>
<thead>
<tr>
<th>Variable</th>
<th>ΔRGDP</th>
<th>ΔPI</th>
<th>ΔGI</th>
<th>ΔX</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔRGDP</td>
<td>------</td>
<td>15.67*</td>
<td>12.03**</td>
<td>17.41*</td>
</tr>
<tr>
<td>ΔPI</td>
<td>20.46*</td>
<td>------</td>
<td>13.55*</td>
<td>16.82*</td>
</tr>
<tr>
<td>ΔGI</td>
<td>10.09**</td>
<td>5.93</td>
<td>------</td>
<td>10.66**</td>
</tr>
<tr>
<td>ΔX</td>
<td>22.35*</td>
<td>16.27*</td>
<td>8.37***</td>
<td>------</td>
</tr>
<tr>
<td>ΔL</td>
<td>11.84**</td>
<td>7.11</td>
<td>5.09</td>
<td>5.67</td>
</tr>
</tbody>
</table>

*, **, *** indicate significance at the 1%, 5%, and 10% levels, respectively.
Table 5 reports the results of testing for Granger noncausality between all variables in the system. The flow of causality in this table is from the variables in the first column to the variables in the first row. The main findings from this table can be summarized as follows:

(i) Both sorts of investment, private and public, Granger-cause economic growth. This implies that changes in private investment as well as changes in public investment rates help predict future changes in economic growth in Tunisia. In addition, the flow of causality seems to be running in both directions between growth and private investment and between growth and public investment, which implies that economic growth is in part responsible for future changes in private and public investment rates. As expected, the remaining variables, export growth and labor force growth, do have a causal impact on economic growth, which means that exports and labor force are also growth determining variables in Tunisia. In addition, the flow of causality between exports and economic growth is running in both directions, meaning that economic growth in Tunisia leads to export growth. Thus, the short- and long-run dynamics of economic growth in Tunisia seems to depend on changes in private and public investment rates, export growth, and labor force growth.

(ii) Export growth is being Granger-caused by both types of investment and by economic growth. Thus, changes in private and public investment rates both have an effect on future growth rates of exports. Taken in conjunction with the result that exports promote economic growth, this implies the existence of an indirect causal link between the two types of investment and economic growth. This indirect link is the result of private and public investment causing export growth, which in turn causes economic growth. Thus, added to the results in (i), this result leads us to conclude that the relationship between both sorts of investment and economic growth is based on direct as well as indirect causal links. The indirect causal link is the result of both types of investment causing export growth. It should be noted that, as opposed to single growth equation estimation, this result is the consequence of treating exports as endogenous to the system.

(iii) There is a one-way causal relationship running from private to public investment. While changes in private investment are in part responsible for future changes in public investment, changes in public investment have no causal impact on future private investment rates. This means that changes in public investment in Tunisia are following rather than anticipating changes in private investment. Therefore an increase (decrease) of the share of public investment in GDP does not have an impact on future investment rates in the private sector, whereas, a growing private sector will in due time induce the public sector to provide essential investments in social and economic infrastructure.

Results Of Variance Decompositions

The results above identify the causal patterns that exist between the variables. They do not, however, allow gauging the strength of these relationships. In order to have indications about the causal relativities, we use variance decompositions and estimate the future responses of economic growth and international trade to a one standard deviation innovation in each variable in the system including their own. We do this by decomposing the forecast variance of economic growth and exports into proportions attributable to each variable within a 10-year horizon. These decompositions are obtained using random generation of the parameters of the VEC model in (13) – (16) in a Monte Carlo experiment with 100 iterations. Since the innovations are not necessarily totally uncorrelated, the residual terms are orthogonalized using a Choleski decomposition in order to obtain a diagonal covariance matrix of the resulting innovations and, therefore, isolate the effects of each variable.

The main results of these decompositions are presented in table 6. The main conclusions from this table can be summarized as follows:

(i) Economic growth in Tunisia is endogenous in the sense that it allows being explained by the other variables in the model. Export-growth has the highest contribution to economic growth. About 23% of the forecast variance of growth is explained by exports. Private and public investments explain about 16% of future growth rates of real GDP. In particular, a one standard deviation innovation to private investment generates a permanent effect on growth that reaches about 13% of the total forecast variance, while a one standard
deviation innovation to public investment generates a permanent effect on growth that reaches only 2%. This result implies that private sector investment has a stronger effect on economic growth in the sense that an increase in the share of private investment generates a higher effect on economic growth than a similar increase in the share of public investment.

Table 6: Variance Decompositions

<table>
<thead>
<tr>
<th>Forecast variance of</th>
<th>Forecast error</th>
<th>Forecast Period (years)</th>
<th>ΔRGDP</th>
<th>Δ PI</th>
<th>ΔGI</th>
<th>ΔX</th>
<th>ΔL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔRGDP</td>
<td>0.00485</td>
<td>2</td>
<td>88.394</td>
<td>3.620</td>
<td>0.417</td>
<td>5.908</td>
<td>1.661</td>
</tr>
<tr>
<td></td>
<td>0.00647</td>
<td>4</td>
<td>78.008</td>
<td>11.046</td>
<td>0.735</td>
<td>8.334</td>
<td>1.877</td>
</tr>
<tr>
<td></td>
<td>0.00724</td>
<td>6</td>
<td>71.220</td>
<td>11.895</td>
<td>1.635</td>
<td>12.471</td>
<td>2.540</td>
</tr>
<tr>
<td></td>
<td>0.00765</td>
<td>8</td>
<td>64.914</td>
<td>12.701</td>
<td>2.134</td>
<td>17.399</td>
<td>2.852</td>
</tr>
<tr>
<td></td>
<td>0.00891</td>
<td>10</td>
<td>57.333</td>
<td>13.559</td>
<td>2.240</td>
<td>23.200</td>
<td>3.668</td>
</tr>
<tr>
<td>ΔX</td>
<td>0.0097</td>
<td>4</td>
<td>2.007</td>
<td>1.523</td>
<td>0.752</td>
<td>95.651</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>0.0121</td>
<td>8</td>
<td>3.255</td>
<td>2.119</td>
<td>0.820</td>
<td>93.676</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td>0.0146</td>
<td>12</td>
<td>6.717</td>
<td>5.901</td>
<td>1.348</td>
<td>85.922</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>0.0159</td>
<td>16</td>
<td>9.356</td>
<td>8.761</td>
<td>1.376</td>
<td>80.351</td>
<td>0.156</td>
</tr>
<tr>
<td></td>
<td>0.0196</td>
<td>20</td>
<td>10.440</td>
<td>10.801</td>
<td>1.466</td>
<td>77.116</td>
<td>0.177</td>
</tr>
</tbody>
</table>

(ii) Export growth is mostly explained by economic growth and private investment. Together, private investment and economic growth explain about 21% of the total forecast variance of export growth rates. Public investment and labor force growth together explain about 2% of the future growth rates of exports. In particular, there is a significant difference between the contributions of private and public investment to the future changes in export growth. Private investment has a higher contribution which reaches about 10%, while public investment has a low contribution of about 1.5% of the total change in export growth rates.

In light of the above results, it is clear that private sector investment in Tunisia has a more significant role than the public counterpart in promoting international trade and economic growth. Consequently, it is safe to conclude that privatization should lead to a better allocation of resources in Tunisia. The government efforts in the ongoing privatization process should, therefore, be directed towards enhancing further the competitiveness of the private sector and its role in the economy. This policy, however, may be necessary but not sufficient for the private sector to take the lead and compete successfully in the global economy. There are at least three additional requirements for this policy to be successful. First, as the results of Granger noncausality suggest, public investment is required to provide in due time the economic infrastructure and social investments needed for an expanding private sector. This requires public authorities in Tunisia to reorient public capital spending from inefficient productive activities into providing public goods, such as infrastructure and social services, needed by the private sector. Second, as suggested by Ghali (1999), the government is required to develop financial markets in order to mobilize resources for the private sector. Finally, while the analysis abstracts from including any institutional aspects, we are aware of the fact that the process of economic development is a complex cumulative process of institutional change. In this respect, we believe that, for privatization to be successful, it should take into account the role of institutions in providing a favorable environment that promotes the activities of the private sector.

CONCLUSION

This paper attempted to empirically investigate the separate effects of private and public capital on international trade and economic growth in Tunisia. The objective is to provide evidence on whether an alteration of the ownership structure of capital in favor of privatization would ameliorate resource allocation and, subsequently, promote international trade and economic growth. For Tunisia, this is an important issue to investigate as the country is rapidly moving from a centrally planned economy into an open, market oriented one, with no existing evidence on the distinctive effects of private and public capital on trade development and growth. In addition, opponents to
privatization are raising doubts about the ability of the private sector to take the lead and compete successfully in the global economy.

Based on a modified version of the neo-classical one-sector aggregate production technology, the separate effects of private and public capital were analyzed in a five variable system consisting of real GDP, private investment, public investment, exports and labor. In an attempt to improve upon the existing empirical growth models that are based on a single equation, we developed a vector error-correction model in which all variables are endogenous, hence, allowing by that to distinguish between the effects of investment on growth and trade based on the ownership structure of capital. Using this model we were able to: (i) test for the existence of a long-run equilibrium relationship between the variables and, particularly, estimate the separate long-run effects (elasticities) of private and public investment on economic growth, (ii) identify the causal flows between the variables in the system and, particularly, the channels through which private and public investment interact with each other and affect international trade and growth, and (iii) estimate the separate contribution of private and public investment to the future growth rates of trade and real output through variance decompositions.

The main findings from the empirical analysis suggest that private and public investment cointegrate with real output, exports and labor, with private investment having a much higher effect on output than public investment in the long-run. The Granger noncausality tests revealed that private and public investment, both, have a causal impact on exports and growth. However, upon decomposing the forecast variance of trade and growth, we found that private investment has a much higher contribution to future trade and growth performance. These findings led to the conclusion that an alteration of the ownership structure of capital in favor of the private sector should lead to better allocation of resources. However, for this process to be successful, it is recommended that the government respond, in due time, to the needs of the private sector in terms of providing the necessary infrastructure, developing financial markets, and ameliorating the institutional framework.
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